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Cross domain prompt injection (XPIA) 
Human-in-the-loop bypass
Tool compromise 
Incorrect permissions 
Resource exhaustion
Insufficient isolation 
Excessive agency 
Loss of data provenance 
User impersonation 
Insufficient intelligibility for consent
Misinterpretation of instructions 
Agent compromise 
Agent injection
Agent impersonation 
Agent provisioning poisoning 
Agent flow manipulation
Multi-agent jailbreaks 
Coordination failure 
Intra-agent Responsible AI issues
Organizational knowledge loss

Training Data Poisoning 
Confabulated source links 
Data noncompliance
Data updates chain breakdown 
Targeted knowledge base poisoning 

Defective incident response 
Misuse by design 
Goal drift 
Third party vulnerabilities 
Confabulations/hallucinations
Confidentiality, insecure endpoints 
Deliberate misuse 
Incomplete Testing(continues to Model and usage)

Natural Adversarial Examples 
Common Corruption 
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Guardrails/Safeguards management

Model Security/Integrity

Over-generalisation

Priorities conflict

Prompt Injection (Instruction Hijacking)

Input checks

Internal checks

Output checks

Model inversion

Model Stealing

Membership inference

Reprogramming ML system

Adversarial Example in Physical Domain

Attacking the ML supply chain

Malicious ML provider backdoors algorithm

Exploit Software Dependencies

Reward Hacking

Side Effects

Back to Agentic, Data, and Generic

Distributional shifts
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