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ABSTRACT

As algorithms have become more complex, privacy and ethics scholars have urged artificial intelligence (AI) transparency for purposes of ensuring safety and preventing discrimination. International statutes are increasingly mandating that algorithmic decision-making be explained to affected individuals when such decisions impact an individual’s legal rights, and U.S. scholars continue to call for transparency in automated decision-making.

Unfortunately, modern AI technology does not function like traditional, human-designed algorithms. Due to the unavailability of alternative intellectual property (IP) protections and their often dynamically inscrutable status, algorithms created by AI are often protected under trade-secrecy status, which prohibits sharing the details of a trade secret, lest destroy the trade secret. Furthermore, dynamic inscrutability, the true “black box,” makes these algorithms secret by definition: even their creators cannot easily explain how they work. When mandated by statute, it may be tremendously difficult, expensive, and undesirable from an IP perspective to require organizations to explain their AI algorithms. Despite this challenge, it may still be possible to satisfy safety and fairness goals by instead focusing on AI system and process disclosure.

This Article first explains how AI differs from historically defined software and computer code. This Article then explores the dominant scholarship calling for opening the black box and the reciprocal pushback from organizations likely to rely on trade secret protection—a natural fit for AI’s dynamically inscrutable algorithms. Finally, using a simplified information fiduciary framework, I propose an alternative for promoting disclosure while balancing organizational interests via public AI system disclosure and black-box testing.

TABLE OF CONTENTS

INTRODUCTION ................................................................. 685
I. “EXPLAINING” AI IS EXCEPTIONALLY COMPLEX.................. 689

† Assistant Professor, Loyola University Chicago School of Law. I would like to thank the Junior Intellectual Property Scholars Conference participants, the Internet Works in Progress Conference participants, the Law and Technology Workshop participants, and the AALS Intellectual Property Section’s members, especially W. Nicholson Price II, Rachel Sachs, Ana Santos Rutschman, Andrew Michaels, and Lucas Osborn, for their helpful suggestions in the development of this Article.
A. Artificially Intelligent Systems Are Designed to Obscure, Rather Than Reveal, Decision-Making Processes ........................................ 690

B. Humans Make Many Unique and Creative Choices to Create Safe and Fair AI ................................................................. 692

1. Data Selection Affects Reliability and System Safety ............ 694

2. AI Systems Achieve Safety and Efficacy Through Training and Feedback ................................................................. 695

3. Task and Goal Design Informs AI Functionality and Reveals Potential Problems ....................................................... 696

4. Physical System Design and Architecture May Introduce Substantial Risk to Individuals .............................. 698

II. EXPLAINABILITY MAY NOT ACHIEVE IMPORTANT SOCIAL GOALS ................................................................. 700

A. The Algorithmic Black Box, Whether AI or Human-Created, Will Likely Impact Fairness and Safety ............................................. 700

1. Transparency for Safety ................................................................. 703

2. Transparency for Fairness ............................................................... 704

B. Transparency Has Been Positioned as the Means for Reinforcing Responsibility ................................................................. 704

III. FRAMING THE BLACK BOX PROBLEM ................................................. 708

A. AI Necessitates Differentiated Roles and Responsibilities ....... 708

B. Trade Secrecy Frustrates Direct Transparency Goals .............. 710

C. Algorithm, Design, and System Secrecy Are Separate and Distinct Transparency Considerations .............................................. 713

IV. FACILITATING AI DISCLOSURE ..................................................... 715

A. Patent Law’s Disclosure History ................................................... 715

B. Current Patentability Restrictions Complicate Patent Enforceability for AI Inventions ...................................................... 717

C. Congress Has Historically Considered Alternatives to Traditional Patent Exclusivity ................................................................. 718

D. A Patent-Like Registration System Could Facilitate Effective Disclosure ................................................................. 720

E. A Patent Registration-Hosting System Does Not Eliminate the Potential for More Stringent State or Federal Government Mandates ...................................................... 723

CONCLUSION ................................................................. 724
INTRODUCTION

“Both the man of science and the man of art live always at the edge of mystery, surrounded by it . . .”

– J. Robert Oppenheimer

AI, often the territory of science fiction, is officially part of the average American’s daily life. Most Americans wake up in the morning and check their e-mail or social media sites, which are subject to automated filtration, “smart” replies, and nudging reminders. AI infrastructure used by social media sites and customer support chatbots have changed how, with whom, and with what technologies we interact. AI has long been part of commercial experiences, including product recommendations, search criteria, and ride-share apps. And transportation has similarly been affected: a 2015 survey of airline Boeing 777 pilots revealed that they only spend seven minutes actually flying the aircraft during a typical flight. Although sentient AI might only exist in science fiction for now, AI-enabled automated decisions are being made on a regular basis today.

For more than a decade, privacy advocates have identified the need for greater transparency related to data use and automated algorithmic decision-making to prevent discrimination and buoy fairness, while product-safety advocates have questioned the safety of AI-enabled systems. Algorithms, increasingly automated and not subject to human review, make decisions that affect every aspect of an individual’s life, including whether your car stops or accelerates (self-driving cars), whether you will be approved for a loan (automated credit check), whether you receive a second interview (employment screening and background checks), or whether you need more insulin (medical device AI).

3. Id.
4. Id.
5. Id.
9. Drew Harwell, A Face-Scanning Algorithm Increasingly Decides Whether You Deserve the Job, WASH. POST (Nov. 6, 2019, 10:21 AM),
are countless applications for AI algorithms, some that may impact human rights and freedoms, and others that may pose safety concerns or risk property damage. However, these technologies, in varying degrees, have the potential to solve the most impossible of human problems.

The law has not kept pace with AI technologies; retaining procedural restrictions on data collection and use rather than facilitating safe, responsible, and fair collective social benefit. Privacy and data protection laws, for example, have previously addressed the potential for data overuse and abuse through upfront privacy notices coupled with consent, which fails to facilitate actual, human choice regarding data handling practices.


11. AI implications for individual rights and freedoms have been examined for some time, initially introduced in relation to automated credit decisions. Buoyed by concerns around autonomous car safety, organized policy groups like the Brookings Institute have advocated for a products liability model to respond to potential physical safety issues introduced by AI. See John Villasenor, Products Liability Law as a Way to Address AI Harms, BROOKINGS INST. (Oct. 31, 2019), https://www.brookings.edu/research/products-liability-law-as-a-way-to-address-ai-harms/.

12. See infra Part I.

13. For example, privacy advocates and, indeed, laws like the Health Insurance Portability and Accountability Act (HIPAA) have not kept pace with the important contributions AI makes to society, which may cut against traditional notions of privacy, such as data minimization. See Charlotte A. Tschider, AI’s Legitimate Interest, 21 HOUSES. J. HEALTH L. & POL. (forthcoming 2021) (describing the current state of health privacy and how it might evolve to permit greater AI data processing for the benefit of patients).

International laws, including the European Union’s (EU) General Data Protection Regulation (GDPR)—which has been positioned as a modern and comprehensive model for data protection—also do not effectively address AI algorithmic risks.\(^{15}\) Domestic and international privacy laws generally expect, inter alia, that a technology creator will understand how the technology functions and be able to explain why data is being collected in some specificity, including the data elements needed to make automated decisions, before collecting data.\(^{16}\) Such creators are also expected to determine, and should be able to explain, how an algorithm(s) makes decisions based on these data.\(^{17}\) Despite the worthy goals of laws like the GDPR to prevent unlawful and unfair automated decision-making, this approach attempts to shoehorn novel technology solutions into historical privacy models.\(^{18}\)

Although privacy advocates have raised issues with algorithmic decision-making for purposes of curbing discrimination and unfairness, which are serious concerns, algorithmic opacity also poses serious public safety issues and has the potential for broad and damaging social effects.\(^{19}\) Legal solutions to facilitate broad algorithmic transparency seem to elude legislators, at least in part.\(^{20}\) The GDPR calls for notice of automated decision-making with a corresponding “right to . . . explanation” following automated decisions, as well as the opportunity not to be subject to decisions “solely [based] on automated processing,” but the United States has not followed this trajectory.\(^{21}\) While it may be relatively straightforward to notify individuals of the presence of automated decision-making or profiling activities and even offer a human-based alternative decision, providing a right to explanation may be impractical, ex-

---

\(^{15}\) Tschider, supra note 14, at 1526–28 (describing the temporal issues with disclosing the purposes of data use in some specificity when it is not yet understood how such data will be used in AI models prior to running algorithms, and frequently even thereafter); see also CHARLOTTE A. TSCHIDER, INTERNATIONAL CYBERSECURITY AND PRIVACY LAW IN PRACTICE (2017) (describing various international laws that require notice and consent).

\(^{16}\) See sources cited infra note 102.

\(^{17}\) The opportunity to not be subject solely to automated processing is tied to whether these decisions substantially affect an individual, for example with respect to public benefits, legal consequences, or financial decisions. Of course, for many automated decisions, especially for connected devices, decisions may be embedded in the function of the device, making an alternative “human” decision an unworkable alternative. See GDPR, supra note 15, at arts. 13(2)(f), 14(2)(g).

\(^{18}\) See infra Part II.

\(^{19}\) See Regulation 2016/679, of the European Parliament and of the Council of 27 April 2016 on the Protection of Natural Persons with Regard to the Processing of Personal Data and on the Free Movement of Such Data, and Repealing Directive 95/46/EC (General Data Protection Regulation), 2016 O.J. (L 119) 1 [hereinafter GDPR].

\(^{20}\) 1798.199.100 (2018), effective in 2020, does extend some of these rights to consumers residing in California and organizations operating therein.

\(^{21}\) GDPR, supra note 15, at recital 71, art. 22.
ceedingly difficult, or even impossible depending on the technology involved.\textsuperscript{22}

The more complex the AI algorithm is, the more difficult it is to explain.\textsuperscript{23} These complex algorithms are positioned to handle some of the most difficult human challenges, such as offering an artificial pancreas for individuals with Type I diabetes or creating dramatically safer transportation systems.\textsuperscript{24} Ultimately, the potential benefit of employing an unexplainable algorithm may outweigh the need to directly explain how the algorithm made a decision.\textsuperscript{25} And even where explanation is possible, it will not likely provide the kind of information needed to actually evaluate risks of unfairness, discrimination, safety, or other social impacts. As Lilian Edwards and Michael Veale have asserted: “A ‘Right to an Explanation’ Is Probably Not the Remedy You are Looking For.”\textsuperscript{26}

This Article seeks to identify key issues with calls for AI transparency and explainability, including the role of trade secrecy in preventing disclosure of useful information and technical complexities, and suggests alternative models for accomplishing similar goals. Specifically, this Article makes three contributions to the existing transparency and explainability literature: (1) a modern account of AI technologies, which demonstrates why previous transparency or right to explanation proposals are designed to be highly ineffective based on the technology itself; (2) an analysis of how AI algorithms establish a natural trade secret and how public policy around trade secrecy resists calls for transparency consistent with technological complexity; and (3) a recommendation of an alternative model for promoting disclosure of useful information, which balances social needs for disclosure with legal incentives to protect secrecy.

Part I introduces the modern AI-created algorithm, including the unique, complex nature of AI-enabled systems, and traverses the problem of algorithmic decision-making. In Part II, this Article discusses the theoretical goals of transparency and disclosure, including previous proposals for transparency and their relative challenges, and the unique aspects of AI systems, notably “dynamic inscrutability,” which frustrates

\begin{itemize}
  \item 22. See infra Parts I–II.
  \item 23. See infra Part I.
  \item 25. See Tschider, supra note 13, at 5 (advocating for interest-balancing tests to enable less restricted data processing for purposes of benefitting patients and the broader population).
\end{itemize}
many of these proposals.\textsuperscript{27} Part III further examines the natural fit between AI algorithm-based systems and trade secrecy and identifies issues related to reliance on this system. Part III then explores the purpose of IP systems beyond the strict economic and capitalistic benefit construct to identify how a disclosure utility could also promote broad social benefits. In Part IV, this Article proposes a “deposit and disclosure” approach to sharing AI training, process, and system details that promotes third-party review and minimizes discrimination, unfairness, safety, and other potential issues in AI systems.

I. “EXPLAINING” AI IS EXCEPTIONALLY COMPLEX

AI involves algorithmic design and training, system infrastructure, and the algorithm itself.\textsuperscript{28} The reality of modern AI is that neural networks and deep-learning applications obscure details of the AI system to such an extent that transparency is nearly impossible to achieve—even an AI’s creators do not fully understand how it works.\textsuperscript{29} AI algorithms, in their most effective state, also continue to learn and change automatically to become more effective, so even if an algorithm could be explained, it would only be explainable temporarily before the algorithm changed again.\textsuperscript{30} Furthermore, the focus on the algorithm is misplaced: the methods, system, and processes that create and sustain the algorithm and its functionality actually control what the algorithm is, what it does, how reliable or fair it is, and ultimately how safe it will be.\textsuperscript{31}

As described in Part II, the dynamic inscrutability of complex AI algorithms is buttressed with purposeful secrecy of training processes, infrastructure and AI architecture choices, data sets, and any other number of important decisions that affect the fairness and safety of AI algorithms.\textsuperscript{32} Part I aims to describe the real complexity of these systems as designed to illustrate the broader opacity problem, which is necessary to


\textsuperscript{30} The Author introduces the turn of phrase “dynamically inscrutable algorithms” to distinguish complex AI algorithms, which are designed to self-learn and are used for higher-order decisions, from algorithms that are opaque because an organization opts not to share the details.


\textsuperscript{32} See infra Part II.
understand why transparency or explanation may not actually render fair and safe AI.

A. Artificially Intelligent Systems Are Designed to Obscure, Rather Than Reveal, Decision-Making Processes

Complex AI systems are usually grouped into one of two categories: “machine learning” or “neural networking” AI.\textsuperscript{33} Machine learning is a system that uses data to create complex algorithms via supervised and unsupervised AI learning. Supervised learning involves data scientists actively designing the function of the machine learning utility.\textsuperscript{34} Unsupervised learning leverages a lack of prearranged structure that permits an AI utility to create its own relationships and structures between data elements.\textsuperscript{35} For these reasons, unsupervised machine learning applications may develop higher complexity algorithms.\textsuperscript{36} Neural networks, or deep learning systems, build on the basics of unsupervised machine learning but add additional layers of computation, further increasing computational complexity and accordingly, the algorithm itself.\textsuperscript{37}

While some supervised machine learning algorithms may operate a lot like human-created algorithms, and potentially be explainable, they may be dynamic: they will continue to learn from new data supplied to the algorithm.\textsuperscript{38} This means that the algorithm itself could be different in a minute or an hour after the previous decision was made. Therefore, explanation may be an impractical goal, and it may be difficult to ascertain explanation of a point-in-time decision when the algorithm has since automatically updated many times.\textsuperscript{39}

Neural networks further increase the degree of dynamic inscrutability in their design.\textsuperscript{40} A neural network’s “neurons” add specific weightings to relationships between data elements to simulate brain function.\textsuperscript{41}

\begin{itemize}
\item \textsuperscript{35} Id.
\item \textsuperscript{36} See id.
\item \textsuperscript{38} Although it is possible for some AI to be “locked” or self-learning while in development but then locked, or no longer self-learning for public or “production” use, this is not the typical or most accurate state for AI.
\item \textsuperscript{39} In contrast with code updates, AI could update every minute, every hour, every day, or every week. The benefit of AI is that it self-learns at a high rate, and it would likely not be practicable to retain all previous versions of the algorithm that results. This makes explaining the algorithm, even if it is possible, highly inefficient.
\item \textsuperscript{40} See A Basic Introduction to Neural Networks, supra note 37.
\item \textsuperscript{41} Karn, supra note 37.
\end{itemize}
In diagnostic medicine, certain features of a series of scanned X-ray images may play differing predictive roles for diagnosing a given condition. For example, while a machine learning application might create a self-updating algorithm that directs a specific, predetermined behavior, neural networks use a group of algorithms and more complex weighting schemes to respond to any number of behaviors with highly adaptable and efficient precision. For this reason, deep learning applications facilitate more complex learning applications, as might be required by artificial general intelligence or higher order robotics applications.

Deep learning adopts the neural network approach to algorithmic decision-making, adding hundreds or thousands of hidden layers that simultaneously produce more accurate outputs while ultimately including increasingly obscure logic in the resulting algorithm. Neurons (represented by round nodes) arranged in a deep learning schema are layered with other neurons in many-to-many orientations. The function of multiple decision-making layers is that the decisions become more refined and accurate after each decision. The initial layer is designed as the “input” layer and the final layer is the “output” layer. Layers in between are hidden and intentionally obscured; the more layers and nodes, the more complex the algorithm becomes.

---


43. Deep learning environments mimic deep neural relationships in the brain by using deeper, hidden layers to learn and respond to more complex tasks. These hidden and layered neurons are called multi-layer perceptrons (MLPs). MLPs operate in relation to each other and the unique circumstances posed in a given circumstance. The relative weights and behavior of MLPs are given a range, which is then validated during neural “training,” and repeatedly as new decisions are made in actual, real-world use. See What Is the Difference between Deep Learning and Usual Machine Learning, GITHUB (Oct. 14, 2017), https://github.com/rasbt/python-machine-learning-book/blob/master/faq/difference-deep-and-normal-learning.md; HARRY A. PIERSON & MICHAEL S. GASHLER, DEEP LEARNING IN ROBOTICS: A REVIEW OF RECENT RESEARCH 3 (2017).


45. See Karn, supra note 37.


47. Id.

The number of layers corresponds to the complexity of the decision; more complex or refined decisions often require more layers. For example, the number of layers for a high complexity algorithm, or set of algorithms, can potentially exceed 1,000. These layers, the relationships between nodes within a layer, how the input and output layers are designed, and the data available to each layer are all designed by a decision or data scientist, as are many other key determinations that affect the overall fairness, reliability, and safety of such algorithms.

B. Humans Make Many Unique and Creative Choices to Create Safe and Fair AI

Despite the automated and self-learning capacity of machine learning and deep learning, the effectiveness of such systems, and by extension, their relative performance, depends on human expertise and innovation.
Machine learning best practices involve good engineering choices in code, structure of data and relevant training data sets, rule design and ongoing updates, and throughput or user and system validation. Neural network choices build on machine learning choices to produce a final algorithm and decision. These choices include: the orientation of neurons, depth and selection of hidden layers, the degree of vector training or self-learning, and the algorithms used to compute within these layers.

An AI system is more than just an algorithm. There are at least three discrete components developed by humans that have a bearing on the fairness and safety of any AI system: (1) the method used to create a particular kind of AI, including data volume, data type, data structure, hard limits or parameters, training models, and validation or feedback loops (See Figure 2); (2) the algorithm or algorithms produced by the method that actually recommends or makes decisions; and (3) the underlying physical technology and architecture used to support the AI system, such as applications, apps, software, servers, databases, communication technologies, data transfer mechanisms, and network choices, all of which can affect the reliability and security of the entire system (See Figure 3).

Figure 2. AI Method & Design

56. *Learning Vector Quantization (LVQ) Neural Networks*, supra note 55; see also GOODFELLOW ET AL., supra note 47, at 165.
57. See generally Charlotte A. Tschider, Deus ex Machina: Regulating Cybersecurity and Artificial Intelligence for Patients of the Future, 5 SAVANNAH L. REV. 177 (2018) (describing the various aspects of AI subject to potential reliability and security concerns).
1. Data Selection Affects Reliability and System Safety

Data volume and quality significantly affect an AI system’s reliability and safety.\(^\text{58}\) Of course, the volume and variety of data needed to make a system reliable and avoid these issues is highly specific to a given system’s chief goals.\(^\text{59}\) Similar to how a human mind makes assumptions without enough data inputs that may result in cognitive biases,\(^\text{60}\) algorithms without sufficient data volume or quality data are more likely to make algorithmic assumptions, which may produce discriminatory or dangerous results.\(^\text{61}\) For example, a home management system trained only on data from homes in warmer climates might malfunction in colder climates where fire risks are often higher in the winter. Similarly, a lifestyle-recommendation engine trained on healthy individuals could cause significant health risks for individuals with certain preexisting conditions.

Even training data—used to create and refine the initial algorithm—may include data representative of discriminatory practices.\(^\text{62}\) By training
AI on such data, the AI itself may codify discrimination and perpetuate it through later decisions under the guise of technical objectivity. Even when such data sets do not explicitly include sensitive data elements, individuals may still experience discrimination by proxy. For example, location information about an individual who frequents certain neighborhoods could potentially create an inference of religious beliefs, race, or income. If automated decisions, such as which restaurants to recommend to a given person, result in disproportionate treatment of individuals who belong to a particular group (even if the decisions themselves are seemingly innocuous), the impact itself may be discriminatory or unfair.

These concepts have been discussed for some time and are certainly not new revelations. However, when data and training processes are rendered opaque through trade secrecy status, there is no meaningful opportunity to validate that such algorithms are trained to avoid discriminatory impact. Fair, safe AI systems must have data sets that are large and representative enough to complete an AI system’s goals, and any training processes must also be directed to the goals encoded in the system.

2. AI Systems Achieve Safety and Efficacy Through Training and Feedback

For AI systems, two of the most crucial choices an AI designer must make are the training data set and the mechanisms for immediate feedback and correction. For example, as Professor W. Nicholson Price has...
identified regarding health diagnostics, if a system trains on data from hospitals with a high degree of resources—such as the newest technologies and the most highly trained practitioners—the model the AI system creates will be oriented towards high-resource use and may not be as effective as one trained on low-resource environments. To avoid this disparity, training data should be representative of the population or community where the AI might be used.

In another example, AI facial recognition systems may have only been trained on light skin but the live sensors and corresponding AI cannot recognize the presence of darker skin tones. When AI designs cannot even detect the presence of an individual due to the color of their skin, it is not difficult to imagine how AI design, in terms of training data sets, could affect AI system fairness or safety. When such systems do not involve effective feedback loops that promote correction and ongoing training in the AI algorithm’s development phase, an AI system risks entrenchment in the fairness and safety problems codified through non-representative data sets.

3. Task and Goal Design Informs AI Functionality and Reveals Potential Problems

AI developers create AI applications with specific tasks in mind, and these tasks are associated with certain attendant goals and constraints. For example, a maps application might be given the task “arrive in Seattle as soon as possible,” or a self-driving car might be given the task “maximize power efficiency during this trip,” but both need attendant constraints, such as “avoid accidents” or “keep interior temperature constant.” Although some AI may be designed as extensible and

70. Id. at 92.
72. Consider, for example, a self-driving car that does not recognize pedestrians who have a certain skin pigment. These cars could pose alarming safety hazards.
73. Ian Xiao, The Last-Mile Problem of AI, TOWARDS DATA SCI. (Sept. 9, 2018), https://towardsdatascience.com/fixing-the-last-mile-problems-of-deploying-ai-systems-in-the-real-world-4f1a9b0e10; see also Price II, supra note 69, at 110. Although for some AI, such as those used by experts, human expert validation may prevent some issues; the entire point of AI is to not need human experts to validate. When systems depend on human expert validation, but experts are not available, the system may still be vulnerable to existing issues. Further, over time, trained incapacity may result in medical professionals relying on AI to the extent that external validation is not possible. For these reasons, it is centrally important that feedback loops are used during the training process and systems are evaluated by experts for an extended period after the AI is released to the public.
applicable to a variety of different circumstances, they must be fit, adjusted, tested, and able to receive feedback to adequately fulfill the key tasks posed. Furthermore, the technical infrastructure selected must support these tasks and their required capacity (e.g., data volume, processing speed, redundancy, or other performance criteria).

Ultimately, recipe-like requirements cannot eliminate potential risks because an AI system that is safe for one application could be completely unsafe for another. One AI system that does not produce discriminatory results in one context may produce discriminatory results in another. An AI system that supports medical diagnosis will be designed differently, both in system and in process, than an AI system for self-driving cars, which has very different tasks to perform. An AI system designed to read mammogram X-ray images may not work as effectively on images from an ultrasound machine. Industry best practices, such as those developed by the National Institute of Standards and Technology or the International Standards Organization, can reduce potential risks. However, these standards cannot prevent potential discrimination or safety issues, as these standards cannot possibly anticipate every task, goal, and constraint specific to a given system. As such, AI is inherently fit for purpose.

---

76. Id.
77. Id. This is simply the nature of computerized systems, and this argument has been made frequently in the cybersecurity area as well. See David Thaw, *The Efficacy of Cybersecurity Regulation*, 30 Ga. St. U. L. Rev. 287, 299 (2014) (describing the role of “management-based regulation” wherein cybersecurity is not advanced through direct requirements but rather through “conditions that must be met during the planning stage of a productive process—before manufacture of a product or provision of a service begins.”). Management-based regulation embraces the fluid nature of technology, acknowledging that dynamic systems might have different answers to the same challenge, even though certain principles might be similar from application to application. Id.
78. Id.
81. The “privacy by design” or “privacy by default” movement has addressed this issue from a privacy perspective. It is enshrined in the GDPR but was first proposed and described by Privacy Commissioner Ann Cavoukian for Canada’s Ontario province in the late 1990s. See GDPR, supra.
Technology is fluid, and technical standards, when established by a standards bearer, are not. For AI, standards alone cannot solve potential unfairness and safety issues. Rather, as many astute scholars including Danielle Keats Citron, Frank Pasquale, Solon Barocas, Andrew Selbst, Danah Boyd, Kate Crawford, Jason Schultz, and Rashida Richardson have contended, transparency in the form of explanation or responsive due process review may reveal unfair practices and the threat of review may promote better design practices.

4. Physical System Design and Architecture May Introduce Substantial Risk to Individuals

When AI utilities are executed over remote systems, as is usually the case with Internet of Things (IoT) devices, technical architects must design how devices transmit data to back-end infrastructures depending on how the AI system will be used by these devices. Although AI may be designed to be extensible, the structure and system must be adjusted when used for a specific application: the process must be customized when using a commercial AI platform. This is usually called “AI as a Service,” and reduces investment in creating specific fit for purpose AI. For example, medical AI that diagnoses breast cancer will likely involve a responsive process to redress these harms is important, and due process review may reveal unfair practices. Rather, as many astute scholars including Danielle Keats Citron, Frank Pasquale, Solon Barocas, Andrew Selbst, Danah Boyd, Kate Crawford, Jason Schultz, and Rashida Richardson have contended, transparency in the form of explanation or responsive due process review may reveal unfair practices and the threat of review may promote better design practices.
Because many AI systems are designed by start-ups and later licensed or sold to larger companies, AI may not be designed and optimized for broad use across populations and geographies. These systems may be vulnerable to security threats simply because AI design in a lab did not account for broad-scale attacks. The most dangerous aspect of poor design is that—because AI systems are not easily explainable—it is more likely that unauthorized data changes will cause major issues. For example, a home thermostat could be updated or given direction by an AI algorithm in a “smart” home. If the data is changed in an unauthorized manner, the system giving instructions to the home thermostat based on that data could increase the limits of a thermostat beyond its typical threshold, causing a furnace to catch fire. Without understanding how the system is designed or whether a security system has been implemented, it is impossible to know when serious issues arise.

Of course, the fit for purpose aspect of AI combined with the inherent complexity and changeability of its algorithms poses unique challenges for ex ante oversight; what is a perfectly reasonable design for one AI system may not appropriately acknowledge issues for another. Privacy and discrimination scholars, as well as product safety advocates, have proposed a move toward AI algorithmic explainability for purposes of determining and preventing unanticipated negative consequences for natural persons using or affected by these technologies. However, both the inherent inability to make dynamically inscrutable algorithms continuously explainable and the desire for organizations to protect their creations will likely frustrate the notion of legally mandated transparency.

---

88. See Tschider, supra note 57, at 179, 192–96, 198–201 (describing issues in AI regulation by the U.S. Food and Drug Administration (FDA) specifically related to cybersecurity cyber-kinetic attacks of medical devices).
89. See Tschider, supra note 64, at 118–20.
92. For example, many training data sets might contain information that is more or less useful for specific uses and may result in less useful functionality. See Drew Roselli, Jeanna Matthews, & Nisha Talagala, Managing Bias in AI, in COMPANION PROCEEDINGS OF THE 2019 WORLD WIDE WEB CONFERENCE (2019), https://people.clarkson.edu/~jmatthew/publications/ManagingBiasInAI.pdf.
II. EXPLAINABILITY MAY NOT ACHIEVE IMPORTANT SOCIAL GOALS

The “transparency” concept in relation to black box decision-making was initially introduced to respond to opaque algorithmic decision-making. For the past fifteen years, scholars have positioned transparency, or explanation, as the solution to a variety of potential issues—from unfairness or discrimination to due process concerns. The algorithms of today, however, are both opaque by organizational choice and by technical reality: organizations may choose to keep certain information about systems secret, such as the infrastructure of AI systems and methods to create AI algorithms, and the algorithm itself may be technically inscrutable, a natural trade secret. The demand for IP protection and technical limitations may make previous calls for complete transparency undesirable and, occasionally, nearly impossible.99

A. The Algorithmic Black Box, Whether AI or Human-Created, Will Likely Impact Fairness and Safety

Algorithms overall, whether human-designed or AI-produced, are described as a black box problem, meaning that the algorithm itself is opaque, rather than transparent, whether the result of dynamic inscrutability in the AI algorithm or a purposeful non-disclosure of a trade secret or confidential business information. Black box problems exist when, generally construed, opacity has a significant impact on natural persons or consumers. Legal scholars including Danielle Citron, Frank Pasquale, Tal Zarsky, Kate Crawford, Jason Schultz, Andrew Selbst, Nicholson Price, Roger Allan Ford, and myself have discussed these potential black box algorithm issues, including issues related to privacy, fairness, and safety. Collectively, these scholars have identified the risks associated

96. See sources cited infra note 102.
97. See sources cited infra note 102.
99. See infra Part III.
100. The concept of a “black box” has long existed prior to discussions about algorithms, but scholars have positioned the black box as specific to algorithms that are not explainable or transparent to the individuals they affect. See infra note 102; Adrian Swinscoe, Customer Experience, Opaque AI and the Risk of Unintended Consequences, FORBES (Jul. 27, 2017), https://www.forbes.com/sites/adrianswinscoe/2017/07/27/customer-experience-opaque-ai-and-the-risk-of-unintended-consequences/?sh=7e3ac06e6963.
101. Swinscoe, supra note 100.
102. See, e.g., Danielle Keats Citron, Technological Due Process, 85 WASH. L. REV. 1249, 1253–55, 1296–97, 1308–13 (2007) [hereinafter Technological Due Process] (identifying government-induced and judicial-technological due process concerns, establishing the role of computer engineers as rule-making authorities without appropriate notice and comment periods, and proposing rules and standards for addressing these concerns, including explanation of the extent a decision relies on automated decision-making, the actual code used for decision-making, public review and involvement in system design, and rigorous testing); Frank A. Pasquale, Restoring Transparency to Automated Authority, 9 J. TELECOMM. & HIGH TECH. L. 235, 236–40, 244–50 (2011) [hereinafter Restoring Transparency] (noting the primacy of trade secrecy for commercial business as an alterna-
with automated decision-making, whether AI-enabled or not.103 Without additional interventions, AI systems will likely result in unfair automated determinations, potentially resulting in discriminatory impact, and AI systems will likely not be as safe.104

For many scholars, transparency—with disclosure as one of its mechanisms—is positioned as part of the cure for any number of algorithmic ills, especially with a standard-bearing or reliable organization’s imprimatur.105 Core to the concept of transparency is the opportunity for

103. See sources cited supra note 102.

104. It should be noted that some industries do have mechanisms for potentially reviewing these technologies from a safety perspective. The FDA, for example, reviews device submissions, including those involving AI. However, the FDA does not expand across the entire AI industry. And, the current FDA system has not developed mandatory AI requirements, either through the Code of Federal Regulations or comprehensive Guidance. See Charlotte A. Tschider, Preempting the Artificially Intelligent Machine, BYU L. REV. 1, 19–20, 39 (forthcoming 2021).

105. Id. at 52–53; Pasquele, Restoring Transparency, supra note 102, at 236. The government first communicated about the transparency and objectivity of systems to quell concerns over law enforcement and IRS scoring systems. However, the rise of privatized systems has replaced the concept of “legitimation-via-transparency” with “reassurance-via-secrecy.” Id. at 237; see also Regulating Black-Box Medicine, supra note 102, at 465 (describing the potential for third-party verification); Privacy and Accountability, supra note 102, at 35 (promoting gate-keeping mechanisms for data use and system approvals).
inspection and testing—either prior to algorithm use or as a response to claimed injury—as an extension of computational governance or within a fiduciary relationship between technology providers and those affected by the technology.\textsuperscript{106} The challenge with AI is what Jack Balkin calls the “substitution effect,” or the effect of substituting human decision-making with computing solutions.\textsuperscript{107} In short, we expect computers to function like humans with all of the capabilities of computers, including being able to “explain itself.”\textsuperscript{108}

Under the substitution effect, computers produce both better and worse results, while also existing both within and away from traditional social constructs and rules.\textsuperscript{109} This substitution effect, combined with the power of AI—the ability to quickly identify complex relationships among seemingly disparate data elements—complicates its regulation.\textsuperscript{110} AI is \textit{not} human, yet it may affect human relationships and prospects.\textsuperscript{111} And the very engine that complicates its regulation is the same mechanism that will likely improve process efficiency, efficacy, reliability, safety, and capacity, and reach into various disciplines: from healthcare to transportation, environmental use to farming.\textsuperscript{112} However, the dangers associated with poor design or cyberattack are myriad and alarming.\textsuperscript{113}

On a broad-scale basis, the GDPR first codified the concept of automated system transparency via organizational notice and review requirements for organizations doing business with EU data subjects or natural persons.\textsuperscript{114} Other countries have begun to replicate the GDPR:

\begin{itemize}
\item \textsuperscript{106} Jack M. Balkin, \textit{The Three Laws of Robotics in the Age of Big Data}, 78 OHIO STATE L.J. 1217, 1226 (2017).
\item \textsuperscript{107} Id. at 1224.
\item \textsuperscript{109} Id.
\item \textsuperscript{110} Indeed, the power of AI and its possibilities in any number of industries has caused a rapid expansion of the technology while simultaneously leaving us no closer to clear boundaries and clear rules. Its use across sectors, for example, means that direct regulation of AI would likely mean some federal omnibus law, which so far has not been too appetizing for Congress. See Quora, \textit{Should Artificial Intelligence Be Regulated?}, FORBES (Aug. 31, 2017, 2:15 PM), https://www.forbes.com/sites/quora/2017/08/31/should-artificial-intelligence-be-regulated/?sh=1142400331d7 (describing the challenges in regulating AI).
\item \textsuperscript{111} See \textit{Technological Due Process}, supra note 102, at 1281; \textit{Scored Society}, supra note 102, at 2–6; Crawford & Schultz, supra note 83, at 97–100; \textit{Promoting Innovation}, supra note 102, at 1422–24; Zarsky, supra note 102, at 1405–12 (describing the effects on individuals in a “scored” society).
\item \textsuperscript{112} Magnimind, \textit{Invaluable Societal Benefits of AI}, MEDIUM (Mar. 19, 2019), https://becominghuman.ai/invaluable-societal-benefits-of-ai-2ed62f7a653f (describing potential societal benefits while also noting that “transparency is the key”). These benefits, however, do not necessarily account for labor distribution. For a piece on labor distribution, see Julia M. Puaschunder, \textit{Revising Growth Theory in the Artificial Age: Putty and Clay Labor}, 8 ARCHIVES BUS. RSCH 65, 77–78 (2020) (describing labor dynamics in the AI age).
\item \textsuperscript{113} See Tschider, supra note 64, at 116–21 (describing cyberkinetic attacks and privacy-compromising attacks).
\item \textsuperscript{114} See Margot E. Kaminski, \textit{The Right to Explanation, Explained}, 34 BERKELEY TECH. L.J. 189, 189–92 (2019).
\end{itemize}
first by Brazil, the largest economic area in South America.\textsuperscript{115} The GDPR hinges individual civil rights on bookended requirements: notice that automated decision-making is occurring and the ability for data subjects to enforce their rights to explanation and of objection to automated decisions about them.\textsuperscript{116} These rights to explanation presumably are “sufficiently interpretable [by] . . . a human arbiter.”\textsuperscript{117} The GDPR is framed in reference to the civil liberties of natural persons and their corresponding information.\textsuperscript{118} From this perspective, the GDPR focuses on unfairness of automated decision-making that may impact the rights and freedoms of natural persons.

1. Transparency for Safety

However, the concerns around AI are more extensive than the role automated decision-making plays in relation to personal information. Safety issues, for example, may have nothing to do with personal information but can still affect consumer health and property.\textsuperscript{119} Products incorporating AI include electronics both in traditional electronic devices and other digital IoT, as well as support process for product development, supply chain, and customer insights.\textsuperscript{120} Product safety, however, is largely left to responsive measures after issues arise, and many of these issues are unforeseeable from the perspective of the consumer.\textsuperscript{121} Globally, regional governmental entities like the EU are considering the best method for regulating AI products.\textsuperscript{122}

\textsuperscript{115} Lei Geral de Proteção de Dados Pessoais [The General Data Protection Law], Law No. 13,709/2018. In the financial, credit, and insurance sectors, laws have required greater transparency in decisions rendered, some of which may be automated. However, the GDPR is the first to require an explicit, up-front notice of automated decisioning and profiling, combined with a right to understand the results of such decisions and object to such profiling and subsequent decisioning by automated means (when such decisions substantially impact other individual rights). See GDPR, supra note 71, arts. 13–14, 22.

\textsuperscript{116} GDPR, supra note 15, at recital 71, arts. 13–14, 22.


\textsuperscript{118} See Kaminski, supra note 114, at 204 n.83.

\textsuperscript{119} See, e.g., Tschider, supra note 64, at 109 (describing that cybersecurity safety issues in the IoT are not necessarily privacy issues).


\textsuperscript{121} Andrew D. Selbst, Negligence and AI’s Human Users, 100 B.U. L. REV. 1315, 1329–32 (2020).

\textsuperscript{122} Gabriele Mazzini, A System for Governance for Artificial Intelligence through the Lens of Emerging Intersections between AI and EU Law, in DIGITAL REVOLUTION – NEW CHALLENGES FOR LAW 245, 252–57 (Alberto De Franceschi & Reiner Schulze eds., 2019) (describing the potential for product safety legal questions as an extension of risk-balancing efforts for AI: AI may be worth
2. Transparency for Fairness

A key issue in algorithmic decision-making is the degree to which such decisions may unfairly impact individuals with certain characteristics or with respect to certain groups. Fairness is not only defined by traditionally identified categories of discrimination but by fairness to a certain individual and their preferences or lifestyle. U.S. law has not specifically addressed the latter definition of fairness, focusing instead on more traditional definitions of discrimination based on categories like race, religion, gender, or disability. Under historical laws that incorporate these categories, typically legal restrictions are tied to intentional or reckless decisions based on these categories; most regulation has equated liability with intent. The California Consumer Protection Act (CCPA), modeled in part after the GDPR, has prohibited discrimination in goods and services (including pricing and availability) when consumers have exerted their privacy rights. Despite this unusual prohibition, even the CCPA has not prescribed fairness in algorithmic decision-making.

However, the duties identified as part of the “information fiduciary” role, which is gathering recent attention, may offer an opening for other incentive-based solutions even when legal mandates fail.

B. Transparency Has Been Positioned as the Means for Reinforcing Responsibility

Although mandating algorithmic transparency may appear to solve these black box problems, it may be an inefficient and ineffective means to accomplish the desired outcome. As an initial matter, a blanket call for algorithmic explainability oversimplifies algorithmic complexity and dynamic inscrutability. Moreover, it presumes that what is “revealed” upon explanation would actually be useful and intuitive. Calls for explainability fail to appreciate a crucial aspect of AI systems: when it comes to fairness and safety, more than just the algorithm matters. Distinctly human choices, such as data set size, source, and variety, training

123. See Prince & Schwarz, supra note 64, at 1276–82 (describing how indirectly identifiable data can inform proxies for potential discriminatory categories); see also Selbst et al., supra note 83, at 59–63 (describing common pitfalls in fairness engineering for machine learning).

124. See Prince & Schwarz, supra note 64, at 1276–82.

125. See Toward a Fourth Law of Robotics, supra note 102, at 1247.


127. Id.

128. Although the Author does not necessarily support legal recognition of an information fiduciary, the concept is not incompatible with potential solutions included here. See infra Part III.

129. See supra Part I.

Choices executed to create AI are essential to understanding its relative decision-making, including choices both in designing the AI algorithm and architecting its overall system and structure. For example, in designing machine learning applications to avoid fairness issues, Andrew Selbst et al., have identified five traps relating to how AI systems are built, and at least two relate to broad technology decisions as described in Part I: (1) failure to model fairness over an entire system, and (2) failure to understand how the portability of algorithms between contexts may be misleading, inaccurate, or harmful in another context.

AI also has complicated privacy-specific data considerations including large-volume data aggregation, data repurposing and recombination, data store amendment and supplementation, and opaque data processing. Although privacy issues are certainly exacerbated in AI systems, dynamic inscrutability and intentional secrecy of data sets, training processes, and infrastructure choices impact much more than privacy. In contrast with human-created algorithms, where opacity results from a lack of disclosure, a lack of AI algorithmic transparency results specifically from technical complexity, which even technical expertise may not overcome. In machine learning, algorithms are created from dynamic data, rather than designed by data scientists, so that an algorithm might change at any given point in time. Further, the complexity of a data source might mean an algorithm is lengthy and complex, to the point where even data scientists may not fully comprehend its effect. In neural networks, the hidden nature of computational layers and their respective weights, as well as the compound nature of multiple simultaneously computing algorithms, makes any resulting algorithmic direction exceptionally difficult to ascertain. In this way, there is a better term than opacity when applied specifically to AI algorithmic complexity: dynamic inscrutability. Dynamic inscrutability complicates both preventative

---

131. See supra Part I.
134. Id.
137. See Knight, supra note 29.
138. See Bornstein, supra note 135.
139. See Selbst & Barocas, supra note 27, at 1089–91. The Author adopts this terminology to represent the technical challenges leading to opacity. Instead of algorithms that are opaque until an organization chooses to reveal them, dynamic inscrutable algorithms are a result of advanced AI techniques and are distinct from non-intuitiveness, as described by Selbst and Barocas. Id. In addition to what Selbst and Barocas usefully delineate in the AI space, the nature of deep learning and
and responsive approaches to AI transparency, frustrating models that previously applied to human-created algorithms.\textsuperscript{140}

Dynamic inscrutability creates significant issues for the reliability of decisions and recommendations, and it may perpetuate safety issues. Understanding whether an AI decision is reliable is crucial to significant decisions, such as medical diagnoses, employment, or eligibility for public services. A lack of explanation in these situations makes it difficult to determine the right responsive action.\textsuperscript{141} For example, for medical diagnoses, medical professionals might benefit from understanding how a diagnostic algorithm reaches decisions because they can then assess whether all potential factors for a particular disease or disorder were considered. In employment decisions, a candidate might be subject to discrimination when both the employer and candidate cannot evaluate how the decision was made. For public services eligibility or any other government decision, a lack of access to the details of the decision may create barriers to responsive action, such as appeal.\textsuperscript{142}

Dynamic inscrutability may also perpetuate safety issues, both prior to product availability and for product liability cases or other torts.\textsuperscript{143} When AI is launched, a lack of peer review or other algorithmic inspection could result in unsafe AI-enabled products being downloaded by unsuspecting consumers, causing injury or property damage.\textsuperscript{144} After injury or property damage, these same consumers pursuing legal action may not be able to demonstrate clearly why an organization should be liable, because the algorithm may be so inscrutable it is not possible to

neural networks, as described, requires an ongoing dynamic learning capability to effectively solve dynamic and changing real-life problems, such as diagnosing a health condition, navigating a self-driving car, or autonomously operating an electrical grid. \textit{Id.} In these cases, it is not as simple as requiring algorithmic explanation because an organization or data scientist cannot readily explain the algorithm resulting from hundreds or thousands of layers of independent calculations and sub-algorithms. “Inscrutability” has been used for some time to describe complex AI functionality that may be impossible to explain. “Dynamic” represents the ephemeral nature of continuously changing algorithms.

\textsuperscript{140} See Technological Due Process, supra note 102, at 1281–82; see also Crawford & Schultz, supra note 83, at 96–99. Consider, for example, how due process recommendations, as described by Danielle Citron, Kate Crawford, and Jason Schultz, rely on being able to provide some explanation. When such explanation is (1) difficult if not impossible to find, and (2) the logic underlying the explanation is dynamically changing, these notions of due process may be frustrated, absent something more. It should be noted that considerable effort is being made to develop technical methods to explain such algorithmic decisions. However, such explanations may nevertheless only apply in a given scenario and do not reflect decisions after a system change has taken place. Storing every decision that has ever taken place under any version of an algorithm is likely to demand substantial storage space, as well. Finally, the output of such analyses may not be tremendously useful or helpful given the complexity of calculation for higher-order AI. All of this necessitates another way to provide transparency.

\textsuperscript{141} See Technological Due Process, supra note 102, at 1281–82; see also Crawford & Schultz, supra note 83, at 87–98, 100–03.

\textsuperscript{142} See Crawford & Schultz, supra note 83, at 117–21.

\textsuperscript{143} See Selbst, supra note 121, at 1349–50.

\textsuperscript{144} Id. at 1330.
delineate how the injury occurred or if an imperfection in the system was the proximate cause of the injury.145

However, the real origin of potential discrimination or injury lies with the entire system’s design, not just the resulting algorithm. Poorly designed systems will likely result in more issues, while responsibly and ethically designed systems will likely not.146 As Daniel Susser has described, “invisible architecture” is a core concern for AI systems, not only the dynamically inscrutable algorithm.147 In fact, the specific form of the information presented to a system user constrains what a user might expect about its attendant risks.148 For example, a simple interface might deceive a user into believing that a simple AI-enabled system lies behind the interface. Over time, users might not even focus on changes to the technology, but instead may focus primarily on the tasks they plan to execute as the machine churns behind the scenes.149 The risk, therefore, is that as users become more adept at using these technologies, there is actually more potential for manipulation and discriminatory or unsafe outcomes because the user becomes comfortable or perhaps even forgets that a complex computer system is actually influencing their behavior.150

For these reasons, transparency or disclosure in some form is core to avoiding potential unfairness and safety issues.151 However, calls for transparency ignore critical issues for how organizations function to protect their resources. Specifically, calls for transparency ignore the importance of IP protection to businesses, especially start-ups and small businesses.152 Effective solutions that balance the necessity of transparency with the reality of business incentives to protect intellectual investments will be more effective in reinforcing organizational responsibilities while simultaneously delivering useful transparency that satisfy product safety and AI fairness objectives.153

145. Id. at 1362–63.
146. See discussion supra I.B.1.
148. Id. at 404.
149. Id. at 404–05 (describing technology transparency, or the process by which technology no longer becomes noticeable to users as they focus on tasks to accomplish with the technology rather than the technology itself).
150. See id. at 407 (calling for “radical transparency” in sharing information about the technology integrating algorithmic decision-making and increased accountability for algorithmic functionality).
153. See infra Part IV.
III. FRAMING THE BLACK BOX PROBLEM

A few statutes are have begun mandating explanation of how automated decisions are made.\textsuperscript{154} Explanation usually requires both (1) notice of automated decision-making, including how decisions will be made (prospective) and (2) response to automated decision-making, including how decisions were made (responsive).\textsuperscript{155} Although it may be possible to communicate a general sense of how decisions are made, dynamic AI decisions are usually rendered in a personalized or highly contextual way, complicating the effectiveness of such explanations.\textsuperscript{156}

Further, providing explanation after an algorithm makes a decision may prove impossible or not actually useful. Highly complex algorithms resulting from deep learning systems may be so complex that even the system’s creator does not understand how the algorithm made the decision.\textsuperscript{157} For less complex systems, although the algorithm may be possible to read, the dynamic nature of the algorithm means that the algorithm making the decision now is not the algorithm that made the previous decision.\textsuperscript{158} This means that if explanation is needed, an algorithm must be recorded every time it makes a decision to ensure traceability.\textsuperscript{159} While this is possible, it is highly inefficient for dynamic algorithms.\textsuperscript{160}

A. AI Necessitates Differentiated Roles and Responsibilities

In addition to calls for validation, actions rejecting secrecy, overall transparency, and due process in general algorithmic decision-making,\textsuperscript{161}

\footnotesize
\begin{itemize}
\item \textsuperscript{155} See, e.g., GDPR, supra note 15. The GDPR addresses explanation both in the ability to receive notice of automated processing or profiling that affects an individual’s legal rights and also provides a right of objection, wherein an individual can object to such processing. \textit{Id}.
\item \textsuperscript{156} See supra Section I.B.
\item \textsuperscript{157} See supra text accompanying notes 106–20, 128–40.
\item \textsuperscript{158} In unsupervised learning, for example, the model is trained on a \textit{dynamic} data set, meaning that the algorithm is changeable over time. Supervised and unsupervised learning models may be complex or simplistic, but unsupervised learning models work on changing data sets, which means that if the data supplied to it materially changes, so does the algorithm associated with it. Ultimately, this means that in order to determine the exact algorithm at the time the decision was made, organizations must maintain a library of historical algorithms, which may be difficult if the data are highly dynamic and the algorithm is prone to frequent change. See Marshall Chang, \textit{How is Reinforcement Learning Different from Un/supervised Learning?} INFORMACONNECT (Sept. 8, 2020), https://informaconnect.com/how-is-reinforcement-learning-different-from-unsupervised-learning/.
\item \textsuperscript{159} See generally DILLON REISMAN, JASON SCHULTZ, KATE CRAWFORD, & MEREDITH WHITTAKER, \textit{AI NOW, ALGORITHMIC IMPACT ASSESSMENTS: A PRACTICAL FRAMEWORK FOR PUBLIC AGENCY ACCOUNTABILITY} (2018) (discussing the need for review of the system and potential decisions). The need for reviewable systems presumes access to the algorithm that actually automated the decision. For dynamic systems, this may be tremendously onerous to maintain as well as prone to inaccurate and imprecise recording.
\item \textsuperscript{160} \textit{Id}.
\item \textsuperscript{161} See, e.g., \textit{Restoring Transparency}, supra note 102, at 237–39.
\end{itemize}
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scholars have also called for AI-specific ex ante solutions. Jack Balkin, for example, has proposed “the concept of information fiduciaries” for any circumstances involving a disproportionate relationship between an organization and its consumers, including situations involving AI.

Balkin detailed the role of the information fiduciary in three laws of robotics, intended to apply to algorithms from a fiduciary perspective. The first law establishes the role of the primary fiduciary with respect to consumers with comparatively less available information. In part, Balkin associated the degree of black box dealings (the degree to which individuals must rely on an organization) as one of the factors in determining whether an organization owes a fiduciary duty. The second law establishes that “algorithmic operators,” or organizations employing algorithmic means, owe some duty to the public in addition to existing duties to their customers. Today, manufacturers are accountable to downstream consumers despite the existence of an intermediary, such as a retailer. The third law discusses an obligation to not create a nuisance in the form of undesirable algorithmic traits. Balkin defined nuisance differently than common-law torts as attributes affecting a broad group of people in an undesirable way—for example, for harms that are matters of scale, rather than binary decisions, such as discrimination.

Frank Pasquale responded to Jack Balkin’s perspective of information fiduciaries and the cost-benefit determination and identified circumstances like discrimination where trade-offs may not be appropriate, even when they are beneficial for a great deal of other consumers. In his criticism, Pasquale both acknowledged the merits of the first two laws and noted that because the third law with respect to nuisance fails to acknowledge the direct responsibility of an AI operator for harmful AI behavior, it gives operators a “shield of disruptive experimentalism” that

162. See Amitai Etzioni & Oren Etzioni, Keeping AI Legal, 19 VAND. J. ENT. & TECH. L. 133, 139–42 (2016) (positing that humans should be able to interfere with automated decisioning, but that “AI Guardians,” should be created to resolve these potential issues).
164. See Balkin, supra note 106, at 1217–19 (framing robotics laws within the duties of information fiduciaries).
165. Id. at 1228–29.
166. Id.
167. Id. at 1231–32.
168. Id.
169. Id. at 1232–33.
170. Id. at 1233–35 (citing Andrew D. Selbst, Disparate Impact in Big Data Policing, 52 GA. L. REV. 109, 169 (2017) (discussing the need for algorithmic impact statement on predictive-policing technologies)).
“deflect[s] responsibility.” Pasquale saw the limitations of cost-benefit economics for AI regulatory enforcement and encouraged “deontological patterns of justification in the technology world to complement the utilitarianism of cost-benefit analyses.”

Collectively, Balkin and Pasquale suggested that: (1) additional responsibilities to users should inure when an organization engages in activities that are not visible to consumers; (2) responsibilities also apply with respect to public impact; (3) creation of algorithms should not be a nuisance, which might mean in practice these algorithms are reasonably safe, effective, and fair with respect to consumers or other animate users; and (4) economic cost-benefit analyses should not undermine regulatory regimes simply because they fulfill economic goals.

Overall, these four suggestions are reasonable and compatible with AI technology as long as they are fulfilled using a variety of information sources, such as data selection, infrastructure choices, training data sets and methods, and primary goal identification in human-design choices that affect fairness and safety. Although designed for various types of information fiduciaries, this approach could create clear responsibilities for disclosing comprehensive AI process, system, and infrastructure details, while promoting responsive steps after AI issues are reported.

B. Trade Secrecy Frustrates Direct Transparency Goals

In addition to technology challenges, the natural status of a dynamically inscrutable algorithm as a trade secret frustrates transparency goals that involve “explaining the decision.” Academics have proposed a variety of solutions to the algorithmic transparency problem, yet few consider the substantial complexity of AI systems and how this complexity, as well as trade secrecy status, might dually frustrate transparency goals. Scholars like W. Nicholson Price II have prescribed specific sector solutions that require disclosure where regulatory agencies have more preventative control, such as the Food and Drug Administration (FDA), and where such disclosure is, in part, protected through confidentiality commitments. However, Price, Arti Rai, and others have noted that trade secrecy status could frustrate transparency goals, and complex algorithms may even survive reverse engineering—or what I call natural

172. Id. at 1244–45, 1247–48. In Pasquale’s numerous scholarly contributions on this exact topic, a keystone is the concept of responsibility for damaging effects of algorithms and other automated decisional means when the mechanisms for such decisions are opaque.
173. Id. at 1250.
175. See supra Sections I.A–B.
177. See supra Part II; cf. Selbst & Powles, supra note 102, at 233–34.
178. See Black-Box Medicine, supra note 102, at 455–57.
trade secrets—dynamically inscrutable algorithms.\textsuperscript{179} For algorithms like this, Dillon Reisman, Jason Schultz, Kate Crawford, and Meredith Whittaker have suggested that vendors should waive trade secrecy protection to enable reviewability or otherwise reduce the efficacy of trade secret protection for public agency AI.\textsuperscript{180}

Trade secrecy is an available IP strategy for AI systems where complex AI algorithms will likely be unexplainable and ineligible for alternative IP protection.\textsuperscript{181} Price has raised these concerns about algorithmic decision-making and has noted that trade secrecy is often an alternative protective mechanism when algorithms and AI systems are unpatentable.\textsuperscript{182} Yet, the problem is even more difficult to solve with modern algorithms: algorithms may be so complex that an AI’s creator may not understand how it makes decisions, creating nearly indestructible secrecy.\textsuperscript{183} Further, because algorithms are mathematical equations created by a machine, it is unlikely an algorithm will be eligible for patent protection.\textsuperscript{184}

Due to their “abstract idea” status, algorithms are not likely candidates for public IP protection, such as patent or copyright,\textsuperscript{185} so organizations may have to pursue another strategy for protecting information,

\begin{thebibliography}{99}
\bibitem{180} See \textit{Reisman et al.}, supra note 159, at 14–15. Although this concept may be good in theory, the preeminence of trade secrecy status in the United States makes this unlikely to be successful given that alternative IP protections are unlikely to be available for these technologies.
\bibitem{181} Price II & Rai, supra note 179, at 779 (explaining that patents require a level of disclosure that may be difficult to achieve).
\bibitem{182} See \textit{Black-Box Medicine}, supra note 102, at 446.
\bibitem{184} See, e.g., \textit{Black-Box Medicine}, supra note 102, at 444–46 (highlighting the lack of patent incentives for black-box medicine inherent from its use of algorithms). The Author does not explore the viability of copyright as an alternative due to the idea–expression dichotomy. Copyright has not been particularly useful in other software cases, either, offering at best thin copyright protection.
\bibitem{185} Gottschalk v. Benson, 409 U.S. 63, 67 (1972) (holding that a method for converting binary-code-decimals into binary numbers was invalid as it constituted an “abstract idea” prohibited from obtaining a patent under 15 U.S.C. § 101 subject matter eligibility). Although thin copyright may apply to collections of data, typically an algorithm itself, unless expressive in and of itself rather than a process, will not be eligible for copyright protection under 17 U.S.C. § 102(b), where “[i]n no case does copyright protection for an original work of authorship extend to any idea, procedure, process, system, method of operation, concept, principle, or discovery, regardless of the form in which it is described, explained, illustrated, or embodied in such work[,]” the idea–expression dichotomy. See, e.g., Experian Info. Sols., Inc. v. Nationwide Mktg. Servs., Inc., 893 F.3d 1176, 1183 (9th Cir. 2018) (quoting 17 U.S.C.S. § 102(b) (LexisNexis 2020)). But cf. Lemley & Casey, supra note 67, at 105–07 (describing the potential for copyright law to apply to AI technologies as they learn). Trade secrecy, especially for resource-constrained organizations, may be an appealing alternative, especially in light of greater federal enforcement under the Defend Trade Secrets Act (DTSA). See Clark D. Asay, \textit{Patenting Elasticities}, 91 S. Cal. L. Rev. 1, 26–27 (2017) (describing the use of “substitute” intellectual property protection as an alternative to patent protection).
\end{thebibliography}
such as via trade secrecy or other employee-confidentiality obligations.\textsuperscript{186} However, secrecy might also stunt innovation in an area positioned to solve the most complex social problems.\textsuperscript{187} If information about algorithms is not available, improvements might not develop, and the goal of the patent system may be frustrated.\textsuperscript{188} Complete secrecy also removes the possibility of any algorithmic validation, which is crucial to reach both safety and fairness goals.\textsuperscript{189} Ultimately, as Price and Rai have observed, “regulatory carrots should come with disclosure obligations,” meaning that innovation incentives must nevertheless employ some disclosure.\textsuperscript{190} Unrestricted innovation can result in over-privatization of information necessary for future innovation, while overly restrictive models also dampen innovative development.

Forced explanation of automated decision-making details may interfere with an organization’s reasonable efforts to keep its proprietary information—information that may have significant value—secret, should it opt for trade secret protection.\textsuperscript{191} Organizations may resist AI transparency if trade secrecy is the desired approach for an AI system. Due to the inherent necessity of keeping a trade secret—well, secret—explaining how an AI decision is made will likely destroy an algorithm’s trade secret status, depending on the extent of the required disclosure.\textsuperscript{192}

Trade secrecy operates on a presumption against disclosure and transparency and enables organizations to enforce unpermitted disclosures of organizational trade secrets.\textsuperscript{193} While trade secrecy permits disclosure to a limited number of necessary parties within an organization, broad disclosure of trade secrecy destroys trade secret status.\textsuperscript{194} For these reasons, organizations that protect inventions using trade-secret status cannot disclose details of the trade secret.\textsuperscript{195} However, protecting algorithm-enabled systems via complete trade secrecy (training process, training data set, infrastructure choices, and the algorithms themselves)

\begin{itemize}
  \item \textsuperscript{187} See Price II & Rai, supra note 179, at 789. In some sectors, such as healthcare, disclosure is central to innovation development. Moreover, innovation policy has established additional “toolkits” beyond traditional notions of intellectual property. \textit{Id.}, at 783.
  \item \textsuperscript{188} See Sandeen, supra note 186, at 459–60.
  \item \textsuperscript{189} See id.
  \item \textsuperscript{190} See Price II & Rai, supra note 179, at 783.
  \item \textsuperscript{191} See infra Part IV.
  \item \textsuperscript{192} See \textit{Black-Box Medicine}, supra note 102, at 446–48. Of course, not everything kept secret is a trade secret. It must also have independent economic value and reasonable steps must have been taken to maintain its secrecy.
  \item \textsuperscript{194} See \textit{Black-Box Medicine}, supra note 102, at 452–53. Of course, anything protected by a trade secret must not be able to be independently identified, a concept called “reverse engineering.” However, for an IT system, it certainly is possible that much of the system could be protected as trade secrets so long as few people have access to each secret and reasonable protocols are used to protect them. \textit{Id.} at 469.
  \item \textsuperscript{195} See id.
\end{itemize}
means that the entire AI system, not just the algorithm, could be inaccessible to the public.\footnote{See id. at 446–47.}

Effective legal solutions must consider whether a right to explanation and complete transparency of the algorithm itself will actually assuage serious AI concerns or if an alternative might better balance organizational and public interests.\footnote{See infra Part IV.} If such algorithms and the processes used to create them are indeed protected by trade secrecy status, substantial barriers will exist for transparency advocates: organizations will likely resist sharing algorithms with regulators, the public, or courts.\footnote{Trade-secret status was strengthened by the Defend Trade Secrets Act (DTSA), a federal law that created a criminal and civil status for trade-secret misappropriation—taking and using (or profiting) from an organization’s trade secret. Defend Trade Secrets Act of 2016 § 2, Pub. L. No. 114-153, 130 Stat. 376 (codified as amended at 18 U.S.C. § 1836(b)).}

C. Algorithm, Design, and System Secrecy Are Separate and Distinct

Transparency Considerations

Although much academic attention has focused on algorithmic transparency, more attention should be paid to the processes, methods, and strategies used to create algorithmic decision-making systems, as well as the architecture of physical and remote systems controlling the function of these algorithms.\footnote{See Price II & Rai, supra note 179, at 777–80. Price and Rai helpfully describe explainability goals as including more than just the algorithm, such as training data, training, process, and model.}

As described in Part I, algorithmic design choices relating to data, training, structure (as in hidden layers), and human validation or feedback loops are critical to creating safe and fair algorithms functioning in the public sphere.\footnote{Id. Price and Rai recommend a model that leverages tools to explain system function. Presumably, these tools would probe the system structure of such AI solutions.} As a fundamental question, choices related to the type of AI used, such as machine, neural, or deep learning approaches, and AI’s specific tasks and attendant goals are crucial to creating effective AI.\footnote{See discussion supra Section I.B.} The system and its architectural structure also reflect important choices, specifically in relation to AI reliability, availability, and safety concerns.\footnote{See discussion supra Section I.B.} These AI system attributes represent three separate considerations when reviewing AI systems, all of which are relevant for an objective review of AI: (1) prospective choices, or design and system choices made prior to the AI’s development, such as system design and development;\footnote{See discussion supra Section I.B.} (2) responsive choices, or changes to these choices made after observing early-stage AI performance (choices made to “improve” the algorithm’s outcomes, such as feedback loops that tune the algo-
rithm);\textsuperscript{204} and (3) actual algorithmic function (how the algorithm functions “in the wild,” or when it is actively operating for consumers).\textsuperscript{205}

It is rare for organizations to routinely maintain an algorithm’s secrecy but publicly release the algorithm’s underlying design and system architecture. In fact, most for-profit businesses typically aim to protect their AI systems in some way.\textsuperscript{206} Although code libraries and open-source codes are popular for traditional coding, AI is comparatively still in its infancy.\textsuperscript{207} And when AI inventions become a market differentiator or seek to attract venture capital investment, it is rare that businesses release any specific information about their AI creations publicly.\textsuperscript{208}

Certainly, there must be some middle ground for finding an appropriate solution that encourages responsible AI development. Scholars have proposed, for example, limited disclosure to confidential third parties,\textsuperscript{209} disclosure related to the process of creating the AI algorithm,\textsuperscript{210} disclosure of indicia related to the algorithms,\textsuperscript{211} and contrastive or counterfactual explanations.\textsuperscript{212} Collectively, these scholars see value in disclosures related to algorithmic functionality in that such disclosures provide a more complete picture of algorithmic decision-making.\textsuperscript{213}

---

\textsuperscript{204} See discussion supra Section I.B.3.

\textsuperscript{205} See Michael Royatos, Brent Mittelstadt, & Ansgar Koene, CTR. FOR DATA ETHICS & INNOVATION, LANDSCAPE SUMMARY: BIAS IN ALGORITHMIC DECISION MAKING 27 (2019).

\textsuperscript{206} See also W. Michael Schuster, Artificial Intelligence and Patent Ownership, 75 WASH. & LEE L. REV. 1945, 1985–91 (2018). Although AI systems are technology-based (and many technologists seek to share information), substantial investment capital has been funneled into AI technologies, which presupposes some ability to maintain IP and confidential information in one way or another.


\textsuperscript{208} See Dominic Chalmers, Niall G. MacKenzie, & Sara Carter, Artificial Intelligence and Entrepreneurship: Implications for Venture Creation in the Fourth Industrial Revolution, ENTREPRENEURSHIP THEORY AND PRACT. 1, 5–6 (2020).

\textsuperscript{209} See Privacy and Accountability, supra note 102, at 12–13 (describing the role of third-party reviewers for medical AI as part of the FDA’s clearance processes).

\textsuperscript{210} See Selbst & Barocas, supra note 27, at 1133 (proposing that associated documentation of decisions in creating the algorithm be available publicly upon some action, during litigation for example, including an impact statement explaining the relevant choices made by AI designers); Brauneis & Goodman, supra note 176, at 131 (discussing value in disclosure of attendant information, including the purpose for which the algorithm was developed and plans for “validation and follow-up.”).

\textsuperscript{211} Cary Coglianese & David Lehr, Transparency and Algorithmic Governance, 71 ADMIN. L. REV. 2, 38 (2019) (describing the sufficiency of descriptions of why automated means may be used and proposing complete openness of algorithms for purposes of testing when used by government agencies).

\textsuperscript{212} Sandra Wachter, Brent Mittelstadt, & Chris Russell, Counterfactual Explanations Without Opening the Black Box: Automated Decisions and the GDPR, 31 HARV. J. L. & TECH. 842, 845 (2018) (distinguishing between providing explicit explanation in the form of logic description versus providing information that would have led to a different result).

\textsuperscript{213} See supra Section I.B.
IV. FACILITATING AI DISCLOSURE

A limited number of legal mechanisms can functionally protect an algorithm’s trade secret while simultaneously promoting disclosure of prospective and responsive choices. This could also enable testing of the live, dynamically inscrutable algorithm. Legal solutions should provide the ability for adverse parties and third parties, rather than only government gatekeepers, to evaluate AI for fairness and safety.214

One method to accomplish this is through trusted third parties or certifiers, as suggested by Roger Ford and Price.215 Price and Alfred Fruh have similarly suggested the possibility of leveraging the patent system as an alternative to trade secrecy in AI,216 and Price and Rai have suggested the possibility of facilitating information sharing through public funding in data generation or improving disclosure in the patent system.217 Although several challenges arise with existing patent law doctrine and case law,218 there are natural benefits to such a model for improving AI information sharing. First, patent law as a disclosure mechanism serves a broader purpose than pure economic incentive.219 Although patent law may be a poor fit for AI at this time, it is possible to model a disclosure mechanism that offers limited protection while simultaneously promoting disclosure of the system and process information necessary to effectively evaluate AI product safety and fairness.

A. Patent Law’s Disclosure History

As Sean Seymore has explained, patent law has a longstanding disclosure requirement which serves to enhance public knowledge and support technological progress.220 Without disclosure—the quid pro quo for limited exclusivity—the full promise of IP is not realized.221 In addition to disclosure, the public benefits from any remaining value after patent-term exclusivity has expired.222 Essentially, this means that the invention previously protected under patent law is now free to the public. It

214. See David Freeman Engstrom, Daniel E. Ho, Catherine M. Sharkey, & Mariano-Florentino Cuéllar, GOVERNMENT BY ALGORITHM: ARTIFICIAL INTELLIGENCE IN FEDERAL ADMINISTRATIVE AGENCIES 70–78 (2020).
215. See Privacy and Accountability, supra note 102, at 20.
217. See Black-Box Medicine, supra note 102, at 451.
219. Sean B. Seymore, Patenting the Unexplained, 96 WASH. L. REV. 707, 717 (2019). For example, one well-known alternative interest is the public interest. Patents are available to be used by the public after twenty years exclusivity in most cases. Id. This seems to suggest that Congress intended a trade-off: disclosure and later public use to generate more inventions in exchange for legal protection against patent infringement.
220. Id.
221. Id. at 715; Dmitry Karshkedt, Did Learned Hand Get It Wrong?: The Questionable Patent Forfeiture Rule of Metallizing Engineering, 57 VILL. L. REV. 261, 300 (2012).
is not incompatible to consider that patent law may also serve some additional public benefit in the form of its primary disclosure vehicle. That is, patent law as a disclosure mechanism positioned as an alternative to trade secrecy\textsuperscript{223} could be used to promote fairness and safety to the public’s benefit.

In addition to benefits of properly implemented disclosure for fairness and safety, patent law also incentivizes innovation.\textsuperscript{224} Patent law’s functional purpose promotes technological and scientific innovation.\textsuperscript{225} Historically, it promotes social benefit, economic benefit, and residual availability after the exclusivity term.\textsuperscript{226} Because AI innovation will likely propel sectors forward with significant technical improvements that solve complex problems, it is desirable to incentivize innovation even when inventions may not qualify under current case law.\textsuperscript{227} For example, patent availability for diagnostic-imaging AI that can identify Alzheimer’s Disease in its very early stages could promote further developments in this important research area in addition to ensuring the AI is nondiscriminatory, reliable, and safe.

In situations where no economic benefit directly incentivizes disclosure, the United States may nevertheless value the properties of disclosure. Indeed, disclosure is the “centerpiece of patent policy” in that “the ultimate goal of the patent system is to bring new designs and technologies into the public domain through disclosure.”\textsuperscript{228} Specifically, some information may enhance knowledge development in certain fields, where information could otherwise be kept secret.\textsuperscript{229} As Sonia Katyal has described, software and computer code is one unique area where patents and trade secrets may be alternative options for protecting an invention; obviously, when natural trade secrets exist, trade secrecy is more attrac-

\textsuperscript{225} See Rebecca S. Eisenberg, Patents and the Progress of Science: Exclusive Rights and Experimental Use, 56 Univ. Chi. L. Rev. 1017, 1038–39 (1989) (discussing Joseph Schumpeter’s theory on how patent protections may promote technological innovation).
\textsuperscript{226} See Asay, supra note 185, at 24 n.109 (citing John F. Duffy, Rethinking the Prospect Theory of Patents, 71 U. Chi. L. Rev. 439, 439–40 (2004)).
\textsuperscript{228} See Seymore, supra note 219, at 713, 715 (emphasis omitted) (quoting Bonito Boats, Inc. v. Thunder Craft Boats, Inc., 489 U.S. 141, 151 (1989)); see generally Jeanne C. Fromer, Patent Disclosure, 94 Iowa L. Rev. 539 (2009) (describing how patent law provides socially desirable benefits both for use after the patent term and as a notice function to stimulate innovation during the patent’s term).
\textsuperscript{229} Seymore, supra note 219, at 710, 714.
tive. Although incentives may promote the patent process or alternative public disclosure, without incentives, natural trade secrets will likely become legally enforceable trade secrets.

Alternatively, although patents may be more costly and time-consuming to secure, they also provide stronger protection in the event the disclosed invention has a higher probability of reverse engineering or if the invention cannot be kept reasonably secret. And especially for start-ups or small businesses, a patent may seem more concrete than a secret for would-be investors. Patents, although disfavored for some software inventions, are highly desirable and valuable for inventors and organizations.

B. Current Patentability Restrictions Complicate Patent Enforceability for AI Inventions

Actual AI algorithms are unlikely to be granted patent status under 35 U.S.C. § 101, which bars patenting abstract ideas, including mathematical formulas, as abstract ideas. Moreover, disclosing the details of the algorithm itself through a patent may not be particularly useful as the details are likely to be nonintuitive. However, it may be possible to patent the process for creating the AI algorithm, including the choices that produce an innovative algorithm. Similarly, it may also be possible to patent the system architecture and orientation for supporting algorithmic functionality—or a patent application could include both the process and architecture as part of the overall AI system. However, as Clark Asay and Ryan Abbott have described in great detail, there are serious challenges to patenting the existing AI system, and even when

---

231. Id. at 1215.
233. A recent World Intellectual Property Organization (WIPO) report has noted a staggering increase in AI-related patenting and scientific publishing since 2013, demonstrating a desire to patent. See WORLD INTELL. PROP. ORG., WIPO TECHNOLOGY TRENDS 2019 ARTIFICIAL INTELLIGENCE 13–14 (2019). Notably, deep learning, a neural-networking AI approach, has increased 175% between 2013 and 2016. See id. This is not to say that all organizations and inventors pursue patents but rather to illustrate that there is an appetite to protect AI inventions that appears to be increasing as more inventions are created.
234. See Gottschalk v. Benson, 409 U.S. 63, 67–68 (1972). It should be noted that the inexpressive nature of algorithmic equations likely does not make such information a candidate for effective copyright protection either.
237. Id.
patents are granted, they likely lack the disclosive functionality desirable for AI systems.\textsuperscript{239}

Existing software-patent practices do not necessarily achieve desirable AI social welfare goals. Often, patents are uninformative for purposes of use or duplication,\textsuperscript{240} especially for software patents where even the source code is not supplied.\textsuperscript{241} Patentees claim as much as possible for purposes of patent enforcement.\textsuperscript{242} In the software industry, often would-be patentees both submit broadly written patent claim language while simultaneously retain as much information as possible for proprietary purposes (including as trade secrets).\textsuperscript{243} Ultimately, this means that organizations might both reap the reward of exclusivity while simultaneously benefiting from secrecy.

C. Congress Has Historically Considered Alternatives to Traditional Patent Exclusivity

If no patent protection is available, trade secrecy is a realistic option for organizations.\textsuperscript{244} Specifically, for complex AI, the inscrutable nature of the algorithms would make reverse engineering highly unlikely, if not impossible, for AI design choices and system architecture.\textsuperscript{245} Like the patent system, trade secrecy offers responsive protection because organizations may recover for trade-secret misappropriation.\textsuperscript{246} And increasingly, software and other information technology solutions are protected via trade secret and employee confidentiality.\textsuperscript{247} Yet for the reasons previously discussed, trade secrecy does not fulfill any of the important public benefits crucial for resolving AI safety and fairness issues.\textsuperscript{248}

With patent law’s considerable limitations in mind, precedent exists to create an exclusivity-based model. There are limited circumstances where Congress or administrative agencies have provided patent exclusivity where it otherwise might not be available. For example, the Plant

\begin{footnotesize}
\begin{itemize}
\item\textsuperscript{239} See Artificial Stupidity, supra note 238, at 1208–09.
\item\textsuperscript{240} See Seymore, supra note 219, at 708–09.
\item\textsuperscript{241} See Katyal, supra note 230, at 1213.
\item\textsuperscript{242} Although over-claiming can actually be the basis of a criminal case, broadening claims is a common activity that, as Oskar Livak argues, leads to poor (and not sufficiently disclosive) patents. See Greg Reilly, Guest Post by Greg Reilly: Forcing Patent Applicants to Internalize Costs from Overclaiming, Writtendescription (Nov. 2, 2016), https://writtendescription.blogspot.com/2016/11/.
\item\textsuperscript{243} Katyal, supra note 230, at 1213 (quoting Greg Vetter, Are Prior Use Rights Good for Software?, 23 TEX. INTELL. PROP. L.J. 251, 306 (2015)).
\item\textsuperscript{246} Id.
\item\textsuperscript{247} Michael J. Kasdan, Kevin M. Smith, & Benjamin Daniels, Trade Secrets: What You Need to Know, 9 NAT’L L. REV. 346, *1, *4 (2019).
\item\textsuperscript{248} See supra notes 176–98 and accompanying text.
\end{itemize}
\end{footnotesize}
Patents Act of 1930 provided patent eligibility for inventors who “invented or discovered and asexually reproduced any distinct and new variety of plant.”

Prior to 1930, plant patents were unenforceable due to the § 101 bar on patenting “natural phenomena” and two other factors weighing against traditional patent protection: the inability to adequately describe the plant variety and the fact that plant breeding was not sufficiently reproducible.

To permit plant patents and stimulate non-government-funded plant variety development, Congress passed the Plant Patents Act describing patentable subject matter and relaxing the written description requirement.

Plant patents enjoy a twenty-year exclusivity period.

In this example, Congress identified a benefit for incentivizing production and improving disclosure. Although there were barriers, especially for subject matter eligibility, Congress saw value in providing legal protection for this type of investment for public benefit.

AI may qualify for a similar dispensation. In 2016, President Obama’s Administration wrote the first report on AI, entitled “Preparing for the Future of Artificial Intelligence.” In it, the National Science and Technology Council highlighted numerous public benefits, yet noted potential discrimination and safety issues. During workshops informing the final report, attendees called for greater transparency but cautioned against focusing on transparency given the complexity of systems, urging more frequent testing rather than transparency.

In 2019, President Trump held a White House Summit on AI in Government, and President Trump signed an executive order creating the American AI Initiative. The Executive Order, entitled “Maintaining American Leadership in Artificial Intelligence,” references the United States’ need to promote AI innovation while also fostering public trust and confidence in AI technologies.

The two administrations’ focus on promoting AI technology demonstrates the level of national interest in promoting its development. However, significant concerns related to fairness and safety reduce the speed at which the United States can scale safe, effective, and fair tech-

---

250. OFF. OF TECH. ASSESSMENT, U.S. CONG., NEW DEVELOPMENTS IN BIOTECHNOLOGY: PATENTING LIFE—SP\nESIAL REPORT 71 (1989) [hereinafter NEW DEVELOPMENTS IN BIOTECH].
251. Id. The creation of the Plant Patents Act also followed similar international developments.
253. NEW DEVELOPMENTS IN BIOTECH, supra note 250, at 71.
254. SUBCOMM. ON MACHINE LEARNING AND A.I., EXEC. OFF. OF THE PRESIDENT, PREPARING FOR THE FUTURE OF ARTIFICIAL INTELLIGENCE (2016) [hereinafter PREPARING FOR THE FUTURE].
255. Id. at 13–14, 30–34.
256. Id. at 32.
nologies for use by and for U.S. consumers. In order to create the kind of system that promotes basic disclosure and appropriate testing, Congress should consider creating a similar exclusivity to the Plant Patents Act path combined with enhanced disclosure requirements.

D. A Patent-Like Registration System Could Facilitate Effective Disclosure

Why might a patent-based system actually work in this environment? First, a desirable patent-like registration should encourage disclosure while improving fair and safe outcomes through independent evaluation. Further, if AI algorithm hosting and process and system disclosure is mandatory (to meet transparency obligations), offering limited monopoly in exchange for limited disclosure of trade secrets may prevent an unconstitutional taking of IP without compensation. Of course, AI technology inventions carry challenges that are both similar and distinct from software inventions.

In order to create a system that works effectively across multiple industries, a system for AI inventions should address the following areas: (1) the availability of trade secret protection for part of the invention, (2) the exclusivity term, and (3) patent disclosure standards.

First, the availability of trade secrecy for a patent-like protection frustrates patent law’s invention disclosure goals, so it is essential that the statute clearly articulates the unavailability of trade secrecy for the scope of what is disclosed in the patent, such as the process or system that creates the algorithm. Although it may then be possible to protect the algorithm itself via trade secrecy, it may be unnecessary for highly complex algorithms as natural trade secrets. The benefit of this approach is that disclosure is incentivized by offering documented legal exclusivity.

259. See PREPARING FOR THE FUTURE, supra note 254, at 30.
260. It should be noted that this piece is not intended to discuss why patent may be the only option that works or to discuss whether the patent system is effective. Rather, this approach acknowledges that patent/trade secret implicit trade-off that requires some protection if trade secret is unavailable for at least part of the AI system and process.
261. See Ruckelshaus v. Monsanto Co., 467 U.S. 986 (1984). In Ruckelshaus, Justice Blackmun observed that “a factor for determining whether a governmental action short of acquisition or destruction of property has gone beyond proper ‘regulation’ and effects a ‘taking’ is whether the action interferes with reasonable investment-backed expectations.” Id. at 987. The destruction of trade secrets for most small businesses, such as start-ups creating AI systems, will likely result in interference with investments based on the technology itself, such as future acquisitions by more established companies. However, trade secret destruction will likely not be considered a taking. As the Court continued, “As long as the appellee is aware of the conditions under which the data are submitted, and the conditions are rationally related to a Governmental interest, a voluntary submission of data in exchange for some economic advantages of a registration can hardly be called a taking.” Id. (describing whether submission of data to the U.S. Environmental Protection Agency would be considered a taking under that regime).
that may be more appealing to potential investors, as well as potentially providing more effective enforcement activities.\textsuperscript{263}

Next, AI technologies will likely improve quickly, leaving little remaining public benefit through their unrestricted use. Therefore, a twenty-year exclusivity term is not appropriate in this case. An appropriate period of time should both reflect market dynamics to reserve some residual value to the public while also providing enough protection to incentivize filing. Existing patent exclusivity is currently a one-size-fits-all approach, and some technologies have very little useful public benefit after a patent’s expiration.\textsuperscript{264} AI’s exclusivity time period should take into account incentives for disclosure while retaining some residual public benefit, and the time period specified might be informed by detailed studies to this effect in a variety of industries.

Third, both Congress and the U.S. Patent and Trademark Office (USPTO) must require enhanced disclosure requirements appropriate to the technology. For example, the patent might include either the design approach for producing the algorithm (a process patent) or the system’s infrastructure (a system patent). However, the most effective disclosure model would incorporate both patents and disclosure via hosting the live algorithm. Qualifying patents should describe the entirety of the system rather than submitting multiple discrete system component patents. This stringency should correct well-known issues in the existing patent system around information technology products.\textsuperscript{265}

AI “patents” must be drawn to the creation of an algorithm, and the purpose of the algorithm should be explicit. Then, organizations seeking patents must provide information about how they plan to use the AI system, which would include its potential risks and benefits, and details about its construction, as Andrew Selbst and Solon Barocas suggest.\textsuperscript{266} This approach should provide details about the social context and overall functional purpose of the AI, constraining how the AI is vetted and evaluated by outsiders, similar to product labeling.

\textsuperscript{263} The degree of enforceability for patent infringement is unknown; however, sometimes the threat of infringement is enough to stymie certain competition.


\textsuperscript{265} Creating greater stringency around patent claiming in software or software-adjacent technologies like AI should prevent overly broad functional claiming that has created the problems illustrated by \textit{Alice v. Kappos}. See Mark A. Lemley, \textit{Software Patents and the Return of Functional Claiming}, 2013 Wis. L. REV. 905, 962–63 (2013).

\textsuperscript{266} See Selbst & Barocas, supra note 27, at 1133–35; see also Reisman ET AL., supra note 159, at 15–20 (proposing the use of Algorithmic Impact Assessments (AIAs), wherein potential risks could be identified prior to AI use). AIAs could easily be disclosed by the AI managing company and hosted on the site where the live algorithm is or otherwise added later when third parties conduct these assessments. Algorithmic hosting and disclosure would promote the kind of inspection advocates and researchers are seeking.
In addition to the written documentation meeting an enhanced degree of disclosure both for public benefit and for solidity of the patent itself, Congress should require a mandatory link, hosted by the USPTO, to a user interface with an active version of the live algorithm. The benefit of having a mandatory link to the live algorithm is that the USPTO validates that the algorithm works for purpose of enablement as well as providing a live link for testing and validation.\textsuperscript{267} It could also host public, visible feedback on the algorithm, such as fairness or discrimination assessments or ratings, or safety results.

Further, as a condition of patent exclusivity, inventors must maintain an active link to the live algorithm throughout its life, even after exclusivity has expired, and create archival copies of point-in-time algorithms upon material change, or at least monthly. This arrangement supports a known software-testing method called “black-box testing,” which evaluates the functionality of the black box through submitting inputs and evaluating outputs.\textsuperscript{268} Although black-box testing does not provide complete transparency, it permits testers to see patterns by feeding in a variety of data points and viewing the outputs.\textsuperscript{269} Because algorithms may be dynamically inscrutable, there is low risk for reverse engineering, minimizing any likelihood of trade secret destruction.\textsuperscript{270}

The benefit to such a hosting situation, as Talia Gillis and Jann Spiess have suggested, allows for “discrimination stress testing,” amongst other types of testing, such as testing to identify potential bugs that could reduce consumer safety.\textsuperscript{271} Hosting publicly enables adverse parties such as competitors, government entities, advocacy groups, and other experts to actively test the inscrutable algorithms and flag potential issues, which could even be listed on the hosted page or require responses pursuant to an administrative agency’s purview (such as the FDA for medical AI).\textsuperscript{272} In the event the AI system is adapted to a new use, such as a new self-driving car, a new municipality’s public water system, or a new medical device, these new uses and associated context should be updated on the test page.

The benefit of live hosting and testing is that nonlegal processes could easily dovetail for the benefit of consumers. For example, an independent rating system could rate the potential for discrimination or safety issues, similar to Consumer Reports. Alternatively, the government could

\textsuperscript{267} Of course, a cost will be assigned for hosting purposes. Likely, this could be a portion of the AI patent application fee.

\textsuperscript{268} Black Box Testing, SOFTWARE TESTING FUNDAMENTALS (Sept. 17, 2020), http://softwaretestingfundamentals.com/black-box-testing/.

\textsuperscript{269} Id.

\textsuperscript{270} See id.

\textsuperscript{271} Talia B. Gillis & Jann L. Spiess, Big Data and Discrimination, 86 UNIV. CHI. L. REV. 459, 484 (2019) (describing a discrimination stress test that would be conducted after a “supervisory model” is made public, but before public consumers are affected by it).

\textsuperscript{272} See id.
revoke exclusivity in the event an AI system is determined to be unfair or unsafe until the AI system can be retested and demonstrated to be safe and fair. An independent AI oversight agency could manage this mechanism.

E. A Patent Registration-Hosting System Does Not Eliminate the Potential for More Stringent State or Federal Government Mandates

There are a variety of circumstances where additional legal requirements might be desirable due to the risk of the AI’s use or the potential discriminatory impact on a population—for example, as the GDPR has noted, when AI use impacts individual rights. A registration-hosting system can complement these processes. For example, an FDA medical device approval process could formally take comments and reviews into account in their evaluation, or the Equal Employment Opportunity Commission could include evaluations when investigating the use of AI interviewers to select candidates for employment.

In limited cases, explanation may be necessary. For example, for predetermined uses, especially when the government is using AI to make determinations about its citizens, such as eligibility for public support, prison time, or responding to legitimate due process concerns. For these situations, additional information may be needed to make the explanation more generally understandable by people with less algorithmic expertise. Although the need for explanation should be limited to specific cases, a registration and hosting solution would supplement these explanations. Moreover, the hosting database with associated feedback could also be statutorily mandated in situations where the probability of negative impact to individuals is high. For both average consumer algorithms and high-impact algorithms, hosted “versions” could be captured at key time-stamped moments, enabling more effective due process and other legal actions.

273. See, e.g., GDPR, supra note 15, at recital 32 (requiring that consent be given before an individual’s personal data may be processed by a website).

274. See Technological Due Process, supra note 102, at 1249–50 (introducing a system of “technological due process” and arguing it is necessary in order to carry out the procedural protections created in 20th century jurisprudence); Scored Society, supra note 102, at 1 (arguing that the due process should inform safeguards where individuals are “scored” based on credit and other data); Crawford & Schultz, supra note 83, at 93 (proposing a “procedural data due process” right); see also Brauneis & Goodman, supra note 176, at 128–29.

275. See Technological Due Process, supra note 102, at 1249–50 (introducing a system of “technological due process” and arguing it is necessary in order to carry out the procedural protections created in twentieth century jurisprudence); Scored Society, supra note 102, at 1 (arguing that the due process should inform safeguards where individuals are “scored” based on credit and other data); Crawford & Schultz, supra note 83, at 93 (proposing a “procedural data due process” right); see also Brauneis & Goodman, supra note 176, at 128–29.
CONCLUSION

The deafening call for AI transparency in international law and from U.S. scholars demonstrates why it is important to provide more information and access to AI systems. The potential risks, including discrimination and safety issues, may cause not only individual mistreatment or unconstitutional behavior but also physical health risks and property damage. Without the appropriate system to best leverage collective expertise and ensure that integral information is shared, it is unlikely that the public will benefit from fair, safe AI systems.

AI is increasingly inscrutable, sometimes dynamically inscrutable, yet the underlying design choices and system architectures have a significant bearing on an AI algorithm’s functionality. Pursuing an alternative to traditional patents—modeled after disclosure concepts that have historically promoted disclosure—will provide effective supporting documentation and an accountable, trust-based system for hosting the live algorithm. Availability of the current, live algorithm for testing purposes provides opportunities for collective feedback and subsequent improvement while allowing companies to simultaneously benefit from limited exclusivity.

The United States should employ solutions that effectively balance business interests and social need for more, better, and safer AI with the public need to promote social welfare through fair, non-discriminatory automated decisioning. The U.S. government can promote AI system and process disclosure through an alternative, parallel patent path; permit the retention of natural trade secrets in the inscrutable algorithm itself; and host the algorithm along with attendant testing outcomes and risk assessment information. This proposal, though audacious, may encourage broad disclosure, even for AI systems that might seem innocuous on the surface, while navigating the challenges of algorithmic complexity through calls for greater transparency.