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 Foreword

Every Organisation Manages Risk, but Few 
Truly See It.

If you asked a room full of quality professionals, “What is 
your primary purpose at work?” you’d likely hear a variety of 
answers - protecting the patient, improving quality, ensuring 
compliance, preparing for audits. All valid, all important.
But if you asked me, I’d answer differently. My role - and the 

role of every quality professional, whether they realise it or not 
- is to manage risk.
That’s what we do. Every process we design, every document 

we write, every decision we influence is, at its core, about 
understanding and managing uncertainty in order to protect 
patients, compliance, and the organisations we support.
This book explains why that’s true, what managing risk really 

means, and why I believe it underpins everything a quality 
professional does.
That conviction began to form years ago, during a design 

review for a new diagnostic product. The team’s risk assessment 
was flawless on paper — hazard tables, traceability matrices, 
and colour-coded justifications all perfectly aligned. When it 
ended, the project lead smiled and said, “So, we’re done?”
It was meant as reassurance. But that word - done - stuck 

with me.
No one asked the uncomfortable questions: What don’t 

we know yet? Where are we still guessing? Everyone felt safe 
because the documentation looked right. The team wasn’t 
managing risk - they were managing the appearance of 
control.
Since then I’ve seen the same pattern repeat: risk management 

reduced to a paperwork ritual. Files are complete, signatures 
obtained, templates aligned to ISO 14971 - yet the real 
understanding of risk remains shallow. We’ve built systems 
that excel at proving compliance but struggle to reveal truth.
In an industry trained to demonstrate control, we’ve learned 

to equate evidence with understanding. 
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Today the role of risk management could not be more 
important. Regulations such as the EU MDR and IVDR have 
amplified that expectation - calling for continuous, end-to-
end risk management across design, manufacturing, and 
post-market surveillance. But in most organisations, those 
expectations fracture into silos: quality owns one risk file, 
clinical another, operations a third. The standard meant to unify 
these perspectives often becomes a wall between them.
ISO 14971 remains indispensable. It governs product safety 

- and does so brilliantly. Yet the modern reality extends 
far beyond product design. We now face risks of process 
failure, supply-chain fragility, software dependency, and 
organisational fatigue. Managing these demands broader 
tools - and deeper thinking.
No regulation tells you how to build a culture that understands 

risk. They tell you what to document, not how to think. They 
prescribe structure, not mindset. And culture - the way people 
perceive, discuss, and act on uncertainty - is the missing 
ingredient that determines whether a compliant system is 
also an effective one.
That is the tension at the heart of this book: how a discipline 

created to make us safer has, in many organisations, become 
a source of false comfort. We’ve mistaken compliance for 
comprehension. We’ve come to believe that a complete risk 
file equals to a complete understanding.
But risk management was never meant to be a shield. It 

was meant to be a lens - a way of seeing uncertainty clearly 
enough to make wiser choices.
The Risk Illusion is about rediscovering that lens. It’s about 

reclaiming risk management as a leadership discipline - 
one that lives not just in quality systems but in engineering, 
manufacturing, clinical evaluation, and strategy.
Through these pages, we’ll explore how to break free from 

the illusion that documentation equals control; how to 
interpret modern regulatory expectations intelligently; how to 
extend beyond ISO 14971 to capture the broader landscape 
of organisational risk; and how to confront the cultural habits 
that blind us to what we don’t yet understand.
If The CAPA Paradox examined organisations trapped in cycles 

of correction without learning, and The Change Dilemma 
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explored how control can stifle agility, then The Risk Illusion 
examines the most pervasive delusion of all - the belief that 
we are safe simply because we can write a document.
This book distils two decades of experience into practical, 

real-world guidance. It is not about how to fill in a form correctly 
- it is about how to think about risk correctly. When that 
thinking changes, everything else follows: safety, compliance, 
innovation, and leadership itself.
This book is not designed as a revenue generator. You can 

access it free of charge, or, if you prefer a printed copy, obtain 
it from Lulu.com for a small administrative mark-up that covers 
printing and distribution. My goal is simple: to share what I’ve 
learned so others can avoid the mistakes I made.
I wrote this book because the ability to understand and 

manage risk is fundamental to the purpose of every quality 
professional - and, increasingly, to the survival of every 
organisation. The accelerating pace of regulatory evolution, 
digital transformation, and globalisation means that standing 
still is no longer an option.
I should note, as before, that while the ideas and experiences 

in these pages are entirely my own, I’ve used artificial 
intelligence tools to help refine the language for clarity and 
flow. The insights are mine; the polish, a collaboration.
Finally, if your organisation is struggling with risk, I can 

help. Through Datod Consulting, I partner with companies to 
simplify their Quality Systems, strengthen compliance, and 
help them build the confidence to manage risk effectively. 
Just get in touch and I’ll try to help.

All the best

Matthew

matt.wictome@datod-consulting.co.uk
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 Chapter 1 - The Risk Illusion: 
 How Compliance Distorts Our View 
of Risk

Most organisations believe they are managing risk. They 
have thick binders, pristine electronic records, and matrices 
shaded with red, amber, and green. They can produce a 
hazard analysis on demand, complete with traceability to 
every design input and verification test. But in too many 
cases, these are not expressions of understanding - they are 
rituals of reassurance. The organisation feels safe because 
the paperwork looks right.
Risk management in the medical-device industry has 

become, for many, a compliance exercise rather than a 
thinking exercise. It fulfils an obligation rather than revealing 
insight. And that subtle shift - from inquiry to documentation 
- creates what I call the risk illusion: the comforting belief 
that the presence of a risk file implies the presence of 
control.

Risk Assessment as Documentation vs. Risk 
Understanding

A true risk assessment is a conversation - an inquiry into 
uncertainty, consequence, and control. It’s an attempt to 
understand where knowledge ends and assumption begins. 
But in many organisations, risk assessment has been reduced 
to a form-filling exercise: a list of foreseeable hazards, 
each assigned a number, multiplied, and categorised. The 
purpose becomes completing the form, not discovering 
insight.
Teams focus on filling every cell of the FMEA table rather 

than debating what could actually go wrong, why, and how 
they’d know. The resulting document may satisfy auditors, 
but it rarely informs decision-making. It’s a snapshot of 
conformity, not an evolving reflection of understanding.
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The illusion deepens when risk management is separated 
from the work itself. A quality engineer drafts the file; the 
design team reviews it once before submission; management 
signs off. Everyone has “done” risk management, but no one 
has used it. The process becomes about defending decisions 
already made, not shaping better ones.
True risk understanding emerges from dialogue - between 

engineering and manufacturing, between regulatory and 
clinical, between optimism and skepticism. It’s messy, 
iterative, and sometimes uncomfortable. But only through 
that discomfort do teams surface the hidden dependencies 
and blind spots that lead to real harm.

Holistic Expectations Under MDR and IVDR

Recent European regulations - the MDR and IVDR - were 
meant to close that very gap. They expect manufacturers to 
manage risk throughout the entire lifecycle: from concept 
to decommissioning, from design inputs to post-market 
surveillance. Risk management is no longer a design-stage 
deliverable; it’s an organising principle.
Article 10 of the MDR and IVDR makes this explicit: 

manufacturers must establish, document, and maintain a 
risk-management system that operates continuously and is 
proportionate to the device’s risk class. 
Clinical evaluation, usability engineering, PMS, vigilance - all 

are extensions of the same risk logic. The expectation is end-
to-end risk thinking, not isolated files.
Yet many organisations still treat risk management as a 

quality-system artifact that “lives” in design control. Once the 
file is signed off for technical documentation, attention shifts 
elsewhere. The downstream processes - complaints, CAPAs, 
post-market trend analysis - are managed in different systems, 
by different people, often without closing the loop.
Regulators are signalling something deeper: that risk is not 

a department, it’s a language that connects all functions. The 
MDR and IVDR were never just about tougher documentation; 
they were about changing the shape of thinking. But as long 
as organisations continue to equate compliance with control, 
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that expectation remains unmet.

ISO 14971: Essential but Incomplete

ISO 14971 remains the backbone of risk management in the 
medical-device world, and rightly so. It provides structure, 
terminology, and discipline. It forces traceability between 
design features, hazards, and mitigations. But it’s important to 
remember what the standard actually is - and what it isn’t.
ISO 14971 is designed to manage product-related risk, 

particularly risks to patients and users arising from the device 
itself. It does this well. What it does not do is offer a holistic 
framework for managing process, strategic, or organisational 
risk. It doesn’t address supply-chain fragility, cultural 
dysfunction, or leadership bias.
In practice, this means organisations must integrate other 

tools alongside 14971:

	z ISO 31000 for enterprise and strategic risk,
	z FMEA and Fault-Tree Analysis for failure-mode 

modeling,
	z FTA, Bow-Tie, and Event Tree approaches for complex 

causal chains,
	z Human-factors and usability analyses for behavioural 

dimensions, and
	z Cultural-risk and leadership assessments for the 

social dimension of risk.

No single tool can capture the full landscape. Risk 
management is a discipline of synthesis, not compliance. 
The danger is when ISO 14971 becomes a wall instead of a 
foundation - when teams believe that “compliant” equals 
“complete.”

When Tools Fail in Complex Systems

Traditional risk tools work best when cause and effect are 
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linear: one failure leads to one consequence. But in modern 
medical-device systems - particularly software, diagnostics, 
and connected platforms - issues often emerge from 
interactions between factors: environment, user behaviour, 
firmware, supply variation, and time.
These interactions create what safety scientist Erik Hollnagel 

calls emergent risk - failures that arise not from a single cause 
but from the combination of normal, acceptable conditions. 
No FMEA cell can capture that.
When multiple weak signals converge, the illusion of control 

is most dangerous. A slightly flawed algorithm, a delayed 
supplier update, and a fatigued user might align to cause 
harm that none of the individual analyses predicted. The 
documentation says each risk is “acceptable,” but the system 
still fails.
Later chapters will return to this theme: how risk tools 

designed for discrete hazards falter in the face of complexity, 
and how organisations can evolve toward system-level 
resilience rather than component-level defence.

One Man’s Risk Is Another’s Opportunity

Risk is not an objective quantity; it’s a matter of perspective. A 
hazard to one function may be an opportunity to another. R&D 
may see the use of an emerging material as an innovation - 
lighter, stronger, more efficient. Regulatory may see the same 
material as a source of uncertainty. Marketing may see both 
risk and opportunity: “If we’re first to market, we win big. If it fails, 
we’re exposed.”
In medical devices, risk is usually defined in terms of harm to 

the patient - rightly so. But organisationally, risk means many 
things: financial exposure, reputational loss, missed deadlines, 
or regulatory findings. When organisations fail to distinguish 
between these, their risk systems become tangled. The same 
event might appear multiple times under different guises, or 
not at all because no single owner recognises it.
Seeing risk through multiple lenses isn’t weakness - it’s 

maturity. A balanced organisation recognises that risk and 
opportunity are two sides of the same coin. ISO 14971 speaks 
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of “risk acceptability,” not elimination. 

Understanding the Limits of Knowledge

Every risk assessment, no matter how sophisticated, rests on 
the shifting foundation of what we know. The danger is that 
the more detailed the documentation, the more confident we 
feel - even if that confidence is misplaced.
We often mistake precision for accuracy. Listing every 

conceivable hazard, assigning each a numerical probability, 
and calculating a risk-priority number gives the impression 
of rigour. But those numbers are often based on weak 
assumptions, limited data, or pure conjecture. The spreadsheet 
looks scientific, but it conceals uncertainty behind the neatness 
of numbers.
True risk management acknowledges what we don’t know. It 

asks:

	z What assumptions underpin this assessment?
	z How might they be wrong?
	z What new information could change our 

understanding?

This humility - the awareness of epistemic limits - is what 
separates genuine risk thinkers from compliance practitioners.

The Dunning–Kruger Effect in Risk Management

The Dunning–Kruger effect describes the tendency of people 
with limited knowledge to overestimate their competence. In 
risk management, this bias can be devastating. Teams often 
overrate their understanding of complex systems simply 
because they’re familiar with them.
A design team might underestimate the risk of a software 

control failure because “we’ve done this before.” A manufacturing 
engineer might dismiss a contamination risk because “our 
process has never failed.” Confidence replaces curiosity, and 
complacency follows.
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Conversely, true experts - those who understand the 
intricacies of their domain - are often less confident. They 
know how fragile their assumptions can be. Unfortunately, in 
corporate environments, confidence is often rewarded over 
caution. The loudest voice in the risk meeting can dominate, 
even when they understand the least.
The antidote is structured humility: systems that invite 

challenge, peer review, and dissent. A robust risk process is 
not a series of forms - it’s a forum for constructive doubt.

Different Types of Risk

Not all risks are created equal. In medical devices, we tend 
to focus on product risk - the potential for patient harm. But 
organisations also face process, strategic, and cultural risks 
that directly affect safety and performance.

	z Product Risk - hazards inherent in design or use.
	z Process Risk - variability in manufacturing, supply, or 

quality systems.
	z Strategic Risk - market, technology, or partnership 

choices that define the company’s direction.
	z Cultural Risk - the silent enabler of all others: when 

fear, complacency, or politics prevent people from 
surfacing issues.

A narrow focus on product risk gives the illusion of safety 
while systemic vulnerabilities go unmanaged. True mastery 
lies in connecting these layers into one coherent picture of 
uncertainty.

Case Study 1 - The Device That Was Safe, Until It 
Wasn’t

A mid-sized manufacturer developed a reusable surgical 
instrument. The design passed all verification tests, and the risk 
file demonstrated compliance with ISO 14971. The matrix was 
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green across the board.
Two years after launch, reports surfaced of instruments 

cracking during sterilization. Investigations showed that repeated 
autoclave cycles caused micro-fatigue not predicted in testing.
Why was it missed? Because risk assessment had been a 

formality. “Material degradation” was listed as “unlikely” based 
on historical data. No one questioned whether that data applied 
to repeated sterilisation cycles. The risk was documented - but 
not understood.
The company learned that its risk file had been used to justify 

design decisions, not to challenge them. Compliance had 
concealed fragility.

Case Study 2 - The Invisible Risk in the Supply 
Chain

A global diagnostics company prided itself on its mature risk-
management process. Every product had a complete hazard 
analysis, and supplier risk was formally documented. But when 
a key supplier changed its sterilization subcontractor, oversight 
failed.
The supplier risk assessment - completed at qualification - had 

never been revisited. It labelled the supplier “low risk” based on 
past performance. No one re-examined that assumption when the 
context changed. Months later, false-positive rates rose sharply. 
The cause: sterilisation residue from the new subcontractor.
The risk assessments were static artefacts, disconnected from 

operational data. The company shifted to treating them as living 
documents, reviewed whenever conditions changed. That cultural 
change proved more valuable than any procedural correction.

Risk Assessments as Living Documents

A truly living risk file evolves with the product, the process, 
and the organisation’s understanding. It’s not rewritten after 
something goes wrong - it anticipates when something might.
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Living risk management requires two shifts:

1.	 Structural: digital integration between risk files, 
CAPA, complaints, and supplier systems.

2.	 Cultural: re-framing reviews as learning, not as 
blame.

When teams see risk files as shared intelligence rather than 
audit evidence, they regain their purpose. The goal is not 
perfection but progression - an evolving understanding of 
how the product behaves in the real world.

Standards, Regulations, and the Missing 
Ingredient - Culture

Every standard and regulation prescribes what to do: identify 
hazards, estimate probability, control severity, document 
traceability. None tells you how people should think about 
risk.
Neither ISO 14971 nor the MDR nor the IVDR describes how 

to build a culture of risk management - a culture where 
uncertainty is discussed openly, where raising a concern is 
valued, and where curiosity is stronger than fear.
That silence is not accidental; culture can’t be codified. But it’s 

the missing ingredient that determines whether a compliant 
system is also an effective one. Culture is what turns the 
written procedure into lived behaviour. Without it, even the 
most sophisticated framework collapses into ritual.

Escaping the Risk Illusion

The risk illusion thrives in organisations that value neatness 
over truth. It’s reinforced by systems that reward closure over 
curiosity, and by leaders who equate compliance with safety. 
To escape it, organisations must rediscover the essence 
of risk management: it’s a process of sense-making under 
uncertainty.
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That means encouraging conversations that expose what we 
don’t know. Rewarding teams for identifying weak assumptions 
rather than punishing them for imperfection. Accepting that 
not all risks can be quantified - but all can be understood 
better.
When risk management becomes a living dialogue rather 

than a documentation ritual, it stops being a cost of compliance 
and starts being a source of intelligence. It becomes a bridge 
between quality and strategy, between prevention and 
learning.
Ultimately, managing risk isn’t about eliminating uncertainty. 

It’s about understanding it deeply enough to act with 
confidence. The illusion fades when we realize that risk control 
isn’t the goal - risk literacy is.
The illusion of risk control doesn’t arise in a vacuum. It’s 

reinforced by the very systems that were built to protect us.
For more than two decades, ISO 14971 has been the 

cornerstone of medical-device risk management - and 
rightly so. It provides language, structure, and discipline to 
what could otherwise be chaos. It has guided an industry 
toward consistency and accountability, helping organisations 
demonstrate that safety is not accidental but deliberate.
But somewhere along the way, we stopped seeing ISO 14971 

as a framework for thinking and started treating it as a formula 
for certainty. We turned a tool for inquiry into a manual for 
reassurance.
The standard was never meant to describe how organisations 

should think about uncertainty. It tells us what steps to follow - 
identify hazards, estimate risk, apply controls - but not how to 
question assumptions, weigh trade-offs, or confront the limits 
of knowledge. Those things belong to people, not clauses.
And yet, many medical device organisations have made ISO 

14971 their entire philosophy of risk. They interpret compliance 
as completeness, as if safety were a mathematical outcome 
of filled templates and traceability matrices. In doing so, they 
unintentionally shrink the scope of risk management to what 
the standard measures - product risk - and ignore everything 
else that shapes outcomes: process, culture, leadership, and 
behaviour.
In effect, the standard that was meant to liberate thinking has 
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come to limit it.
This isn’t a failure of the document; it’s a failure of interpretation. 

ISO 14971 is an instrument - a powerful one - but it was never 
the whole orchestra. The danger is in mistaking the score for 
the symphony.
The next chapter explores that tension: how ISO 14971 became 

both our greatest strength and our greatest constraint. We’ll 
look at how its precision creates the illusion of completeness, 
why compliance can hide misunderstanding, and how leaders 
can reclaim the standard as a thinking tool rather than a 
procedural anchor.
Because until we move beyond ISO 14971 - not in defiance of 

it, but in mastery of it - the risk illusion will persist, no matter 
how perfect the paperwork looks.
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 Chapter 2 - Beyond ISO 14971: 
Rethinking Risk and Purpose

Risk management is often treated as a discipline of logic and 
control - a tidy process captured in spreadsheets, matrices, 
and flowcharts. Yet its origins, and its continuing value, are far 
more human. It was born from uncertainty, from tragedy, and 
from the need to make sense of how complex systems fail.
To understand what risk management should be, particularly 

in medical devices, it helps to return to where modern safety 
thinking began: in the skies.

Aviation and the Birth of Risk Thinking

Early aviation was a daring enterprise. Each accident was 
investigated as an isolated event: find the broken component, 
blame the pilot, issue a fix, and move on. As aircraft systems 
became more interdependent - mechanical, electrical, and 
human - this reactive model no longer worked. The same 
kinds of accidents recurred in slightly different forms, exposing 
that risk was not a single point of failure but a pattern of 
interactions.
During the 1940s and 1950s, the U.S. military began formalising 

analytical techniques to anticipate failure. Failure Mode and 
Effects Analysis (FMEA) listed each possible failure in a system 
and asked: What happens if this fails? How likely is it? It was 
methodical and practical, turning uncertainty into structured 
foresight.
By the 1960s, Fault Tree Analysis (FTA) added a top-down 

perspective - starting with a potential disaster (“loss of 
aircraft”) and working backward through logical branches 
of contributing faults. Aviation engineers discovered that 
understanding risk required both views: bottom-up detail and 
top-down synthesis.
Perhaps the most transformative idea came later from 

psychologist James Reason, whose Swiss-cheese model 
described organisations as layers of defence, each with 
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inherent weaknesses - holes - that occasionally align to allow 
catastrophe. Accidents were not the product of one failure, 
but of many small, independent weaknesses connecting at 
the wrong time. This model shifted the conversation from 
blaming individuals to understanding systems.

From Airframes to Medical Devices: The Rise of 
ISO 14971

The medical device industry faced a similar challenge as 
technology advanced. Devices once purely mechanical 
became electronic, digital, and software-driven. The risks were 
no longer limited to sharp edges or faulty seals; they included 
logic errors, usability issues, and clinical misinterpretation.
By the 1990s, every manufacturer claimed to perform “risk 

management,” yet practices varied widely. Regulators sought 
a consistent, auditable framework - one that combined 
engineering discipline with patient safety principles. The 
result was ISO 14971, first released in 2000.
ISO 14971 aimed to codify what responsible manufacturers 

were already trying to do: systematically identify hazards, 
estimate and evaluate associated risks, implement controls, 
and verify that controls were effective. It provided a common 
language between engineers, quality professionals, and 
regulators.
Over the following two decades, the standard evolved. The 

2019 revision emphasised the full product lifecycle, clarified 
benefit-risk evaluation, and aligned more closely with usability 
and post-market surveillance expectations. Despite this 
maturity, its essence remained the same: an expectation that 
every medical device company can demonstrate a process for 
managing risk.

What Feeds the Process: ISO 14971 Inputs

Risk management, as defined by the standard, is an input–
process–output system. The inputs establish context; the 
process transforms them into documented understanding. 
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Key inputs include:

	z Intended Use and Reasonably Foreseeable Misuse 
- the foundational description of what the device is 
designed to do, and how real users might stretch or 
misuse it.

	z Device Characteristics Related to Safety - features, 
materials, energy sources, or software behaviours 
that influence hazard potential.

	z Known and Foreseeable Hazards - drawn from 
design knowledge, similar products, field data, or 
scientific literature.

	z Clinical and Biological Information - insight into how 
the device interacts with patients, tissues, and clinical 
environments.

	z User and Environmental Factors - recognising that 
a device’s safety depends on context: who uses it, 
under what conditions, and for what duration.

These inputs inform risk analysis, where hazards are listed, 
causes identified, and harms estimated in terms of severity and 
probability. Risks are evaluated against defined acceptability 
criteria, then controlled through design changes, protective 
measures, or user information. Finally, the manufacturer 
assesses residual risk - what remains after controls - and 
determines if the overall risk-benefit is acceptable.
On paper, this system is elegant. In practice, it depends 

entirely on the judgment, awareness, and diversity of the team 
performing it.

The Swiss-Cheese Effect: When Layers Align

The structured nature of ISO 14971 sometimes encourages a 
false sense of security. Each risk is analysed separately, each 
control justified independently, each residual risk deemed 
acceptable in isolation. What’s rarely explored is how these 
small, “acceptable” risks might interact.
The Concorde crash of 2000 remains a powerful lesson in 
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the danger of fragmented thinking. As the supersonic aircraft 
accelerated for take-off, it struck a strip of titanium that had 
fallen from another plane. The tyre burst, sending fragments 
into a fuel tank. The leaking fuel ignited.
There were other contributing factors. The aircraft was 

slightly overloaded, and its fuel load unevenly distributed. A 
spacer was missing from the landing gear, causing the plane 
to veer left during acceleration. It travelled further down the 
runway than normal - directly into the path of the debris strip.
Every safeguard functioned as it was designed to: the tyres 

met certification standards, the fuel tanks had passed testing, 
and debris inspections were in place. Yet collectively, they 
failed. Each layer of protection had a small flaw - and that day, 
those flaws aligned.
In medical devices, the same pattern can occur invisibly. A 

firmware glitch judged “low probability,” a usability assumption 
rated “minor harm,” and a maintenance short-cut labelled 
“acceptable” may converge in the field. Individually defensible, 
collectively disastrous.
The Swiss-cheese model reminds us that safety is an 

emergent property. ISO 14971 provides the slices; leadership 
must pay attention to how they overlap.

Common Pitfalls in Applying ISO 14971

1. Absence of Clinical Insight

Many risk files are built by engineers or regulatory specialists 
with limited exposure to real-world clinical settings. They 
describe users as idealised operators rather than busy, 
distracted professionals under pressure. Without clinical 
input, hazards tied to work-flow, ergonomics, or decision-
making often remain invisible.
Embedding clinicians early - not as reviewers but as 

collaborators - transforms risk management from theoretical 
to practical. A nurse or surgeon will notice failure modes no 
engineer could imagine.
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2. Underestimation of Misuse

ISO 14971 requires analysis of “reasonably foreseeable misuse,” 
yet this step often receives cursory attention. Teams fear that 
acknowledging misuse implies flawed design. The reality is 
that misuse is normal human adaptation. People work around 
complexity, time pressure, and ambiguous interfaces.
Ignoring misuse does not protect against it; it only delays 

discovery until post-market surveillance reveals harm. 
Anticipating misuse - even uncomfortable scenarios - is an act 
of empathy, not blame.

3. Subconscious Bias in Risk Evaluation

Risk files reflect the psychology of their creators. Engineers 
are natural optimists: they believe systems can be made 
safe. This optimism can unconsciously bias risk estimates - 
lowering probabilities, assuming perfect control effectiveness, 
or overlooking interdependencies.
Balanced teams counteract it through diversity: clinicians, 

usability experts, and quality professionals who challenge 
assumptions and reframe questions.

4. Over-Compliance and the Illusion of Safety

Because ISO 14971 is auditable, organisations sometimes 
equate compliance with safety. They focus on demonstrating 
conformity - detailed matrices, traceability, review signatures 
- rather than genuine understanding.
Documentation becomes the goal instead of the means. 

Teams spend weeks perfecting risk tables but rarely discuss 
whether the device is truly safer. The paradox is that an 
impeccable file can coexist with poor design decisions. 
Compliance is necessary, but never sufficient on its own.
 

Other Risk Tools and How They Fit

ISO 14971 does not prescribe a single method; it invites 
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manufacturers to choose appropriate tools. Among the most 
common:

	z FMEA (Failure Mode and Effects Analysis) – Excellent 
for systematic process review and ranking of failure 
modes. Its simplicity is its strength and limitation; it 
assumes independence between causes and rarely 
captures complex interactions.

	z FTA (Fault Tree Analysis) – A top-down logic method 
ideal for understanding combinations of events 
leading to catastrophic failure. It’s powerful but 
resource-intensive.

	z HAZOP (Hazard and Operability Study) – Originating 
in chemical engineering, it uses structured “guide 
words” (“more,” “less,” “reverse”) to identify deviations 
from design intent.

	z Human Reliability Analysis – Focuses on the 
likelihood of human error under different conditions 
of stress, fatigue, or ambiguity.

Each tool offers a different lens. The challenge is not which to 
use, but how to integrate them into a cohesive understanding 
of system behaviour.

Why Risk Management Often Misses the Point

The purpose of risk management is not to predict the future; 
it’s to improve our readiness for it. Yet in many organisations, 
risk management has become bureaucratic - a compliance 
artefact rather than a living dialogue.

Three traps explain why:

1.	 Proceduralisation of Thought – Teams mistake the 
form for the function. Filling out templates replaces 
genuine discussion.

2.	 Reductionism – Complex interactions are simplified 
to fit into probability–severity matrices that imply 
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precision where none exists.
3.	 Comfort in Control – Managers prefer the appearance 

of certainty over the discomfort of ambiguity.

These behaviours create a dangerous illusion: that risk can 
be eliminated by documentation. In reality, risk management 
is a human conversation about uncertainty - one that must 
remain open, uncomfortable, and adaptive.

Risk as Relationship 

Risk is not simply a calculation; it’s a relationship between 
people, processes, and systems. Organisations like to 
believe risk can be reduced to numbers - probability times 
consequence - yet the reality is that risk emerges from 
interaction.
Small issues, disconnected in isolation, can combine under 

stress to produce failure. This is the nature of complexity: 
outcomes arise not from individual parts but from the web of 
relationships between them.

1.	 Risk lives in the gaps - between design assumptions 
and real use, between engineering intent and clinical 
reality.

2.	 Control does not equal understanding - a well-
documented process can mask uncertainty rather 
than illuminate it.

3.	 Good risk management is cultural, not procedural - 
it depends on openness, curiosity, and humility.

This philosophy aligns closely with modern safety science. 
Risk management should be a process of sense-making, not 
just compliance. It’s about building shared understanding 
across disciplines, not filling templates.
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Lessons from Complexity: Re-Humanising Risk

Modern organisations are networks of dependencies - 
technical, procedural, and social. In such systems, risk cannot 
be “owned” by a single function. It emerges from interactions 
between design decisions, manufacturing choices, supplier 
behaviours, user adaptations, and even corporate incentives.
To manage this complexity, leaders must shift from a 

compliance mindset to a learning mindset. The goal is not to 
fill gaps in documentation but to close gaps in understanding. 

Effective risk management asks:

	z What don’t we know yet?
	z Who sees this system differently?
	z Where might our assumptions fail?

When these questions become routine, risk management 
turns from a policing activity into a shared curiosity.

Re-Examining ISO 14971 Through Purpose

ISO 14971 was never meant to be a cage. It was designed as a 
flexible framework - a minimum common denominator across 
a diverse industry. The standard tells us what must be done, 
but it does not dictate how to think.
Used wisely, it provides scaffolding for deeper exploration: 

linking design, clinical understanding, and post-market 
learning. Misused, it becomes a substitute for thought. The 
difference lies in intent.
When organisations treat ISO 14971 as a conversation 

starter rather than a checklist, remarkable things happen. 
Risk meetings become creative rather than defensive. Teams 
debate uncertainty instead of hiding it. Management reviews 
focus on learning rather than reassurance.
In this way, compliance follows naturally, but it’s not the goal 

- clarity is.
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From Risk Control to Risk Purpose

At its heart, risk management is not about control; it’s about 
purpose. It exists to help organisations make better decisions 
in the face of uncertainty - to balance innovation and safety, 
ambition and responsibility.
The purpose of ISO 14971, and of every risk tool that preceded 

it, is not to eliminate risk but to make it visible. 
In the aviation world, safety grew not from stricter check-lists 

alone, but from a culture of learning - open reporting, root-
cause transparency, and humility in the face of complexity. 
The medical device industry must do the same: treat every 
complaint, every near-miss, every surprising use case as data 
that enriches understanding, not as threats to be minimised.

Risk as a Leadership Discipline

Risk management begins as an engineering requirement but 
matures into a leadership discipline. The tools matter less than 
the mindset behind them. The next step is to move beyond 
the idea that compliance equals safety - to view ISO 14971 as 
a starting point for critical thinking, not an end in itself.
When leaders see risk not as a checklist to satisfy regulators 

but as a dialogue about how systems behave, the organisation 
changes. Fear gives way to curiosity. Defensive documentation 
gives way to purposeful design.
The question shifts from “Have we met the requirement?” to 

“Do we truly understand how this could fail - and are we ready if 
it does?”
That shift - from control to purpose - defines mature risk 

management. It’s the bridge between regulatory compliance 
and genuine safety culture, between procedure and 
understanding, between form and intent.

Taking a Step Back

Before we get into the nuts and bolts of ISO 14971 - which 
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we will, and we won’t hide behind the jargon - let’s hit pause 
for a second. Every book on medical-device risk management 
has to walk through the standard, but don’t worry, this isn’t a 
lecture and I’m not about to teach you how to suck eggs. What 
you’ll get instead is a straight, experience-based take on each 
part of the process and how it fits into the bigger picture of 
managing uncertainty in real organisations.
But before we get there, we need to take a real step back and 

ask the question that sits at the heart of all this paperwork, 
analysis, and angst:
What is risk management actually for?
Because if we can’t answer that, the rest is just decoration.
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 Chapter 3: The Forgotten Purpose of 
Risk Management

Has risk management has lost its way?

In my humble opinion, once conceived as a simple, rational 
means to help people make better decisions under uncertainty, 
it has become buried under procedures, matrices, and forms. 
In many organisations - especially those working in highly 
regulated sectors - risk management has become a ritual, 
not a reasoning process. People complete risk files to satisfy 
auditors, rather than to improve the quality of their judgment.

This chapter explores what I believe risk management was 
meant to be: a way to understand trade-offs. Because that’s 
all it really is - not a process for reducing risk to zero, but a 
discipline for balancing what we value against what we fear.

The Forgotten Purpose

Risk management isn’t about “reducing risk,” despite how 
often that phrase appears in procedures and policies. Nor 
is it about the vague notion of “managing risk,” which often 
means little more than creating documentation to show that 
something was considered.
The forgotten purpose of risk management is to support 

trade-offs - deliberate, informed choices about what an 
organisation or individual is willing to give up in pursuit of a 
goal. Every decision involves risk because every decision 
involves uncertainty about outcomes.
When we forget this, risk management becomes sterile. 

We focus on ticking boxes, not on improving the quality of 
decisions. We treat risk as something to eliminate rather than 
something to understand.
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Risk as Trade-Off

At its heart, risk management is about trade-offs - balancing 
competing objectives in the presence of uncertainty.

You can only make a trade-off when you understand two 
things:

1.	 Impact - the consequence if something happens.
2.	 Probability - the likelihood that it will happen.

Without those two pieces of information, you can’t weigh 
one option against another. You’re not managing risk - you’re 
guessing.

In practice, most trade-offs revolve around three broad 
domains:

	z Performance (benefit) - What do we gain if this 
succeeds?

	z Safety (detrimental impact) - What could go wrong, 
and how badly?

	z Innovation (opportunity) - What might we miss if we 
don’t take the chance?

Risk Trade-offs



33

In regulated industries like medical devices, the balance is 
intentionally weighted toward safety. That’s appropriate - the 
consequences of failure are human, not financial. In such 
contexts, the idea of “zero risk” is deeply ingrained. We cannot 
justify severe harm simply because the probability seems low.
This is the logic embedded in ISO 14971: a high severity of 

harm cannot be offset by a low probability of occurrence. It’s 
a moral stance as much as a technical one. Some outcomes 
are unacceptable, no matter how unlikely they are. That’s not 
bureaucracy; it’s ethics encoded in process.
Yet even within that constraint, trade-offs still exist. They just 

happen within tighter boundaries. Every design choice, usability 
feature, and clinical validation plan involves negotiating 
between performance, safety, and innovation - between what 
helps patients most and what keeps them safest.

The Illusion of “Zero Risk”

Organisations often talk about “eliminating risk.” But this 
is impossible - and misleading. The pursuit of zero risk 
usually means driving out visible risk while leaving systemic 
vulnerabilities untouched.
In the medical device world, for example, teams can spend 

months quantifying trivial hazards while overlooking broader 
design or process weaknesses. The obsession with risk 
documentation can crowd out the real work of understanding 
why a risk exists and how it interacts with other factors.
More fundamentally, the concept of “zero risk” contradicts 

how humans actually live. Every action we take - driving 
to work, choosing a supplier, introducing a new product - 
involves uncertainty. What matters is not eliminating risk but 
aligning it with our purpose and values. Risk should be a lens 
for decision-making, not a shield against accountability.

 Risk in the Real World

Outside the regulated environment, people make risk 
decisions all the time - usually without calling them that.
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	z Shall I take that new job?
	z Shall I marry the person I love?
	z Shall I invest in this business idea?

Each is a trade-off between opportunity and potential loss. 
We intuitively assess likelihoods and impacts - even if not 
numerically. We consider consequences, talk to people we 
trust, imagine future scenarios. We do “risk management” 
naturally when we care about the outcome.
Ironically, formal risk systems often strip away this natural 

sense-making. They turn a deeply human process into a 
mechanical one. Instead of encouraging discussion and 
exploration, they constrain it to check-boxes and colour codes. 
The result: risk management feels detached from reality, when 
it should be embedded in how we think.
Good risk management, in any domain, restores this human 

intuition - but grounds it in shared evidence and reasoning. It 
provides a language to articulate what people already sense: 
this feels risky - but how risky, compared to what benefit?

Performance, Safety, and Innovation: The Core 
Trade-Offs

In practice, risk management is a balancing act across three 
competing objectives:

Performance

Performance risk relates to whether a product, process, or 
decision delivers the intended outcome. For businesses, it’s 
often tied to efficiency, quality, or customer satisfaction. For 
individuals, it’s about success or achievement.
When organisations focus solely on minimising risk, 

performance inevitably suffers. Over-cautiousness can stifle 
initiative. The safest system may also be the least effective.
The art lies in knowing when a performance gain is worth the 
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exposure it brings - and ensuring the decision is conscious, 
not accidental.

Safety

Safety sits at the moral centre of risk management. In medical 
devices, this is the anchor point: ensuring that benefits to the 
patient outweigh any potential harm.
The industry’s risk philosophy is built around a non-negotiable 

principle: you cannot justify severe harm by claiming it’s unlikely. 
A one-in-a-million catastrophic event is still unacceptable if 
the consequence is death or serious injury.
This moral weighting is critical - but it can sometimes 

lead to a false sense of control. Labelling a risk as “low 
probability” doesn’t make it less real. The focus must remain 
on understanding and reducing the mechanisms that create 
risk, not just scoring them lower.

Why the IVDR Doesn’t Let You Ignore a “Tiny” 
Risk

One of the biggest shocks for teams coming from the old 
directive world into the IVDR is that low probability no longer 
equals no problem. The regulation is very clear that all known 
and foreseeable risks - and any undesirable effects - must be 
reduced as far as possible, regardless of how unlikely they 
appear.
That phrase, “as far as possible”, is doing a lot of heavy lifting. 

It means the manufacturer can’t simply say, “the likelihood is 
remote, so we’ll leave it.” 
Under the IVDR, you’re expected to show that you have 

actively considered whether there’s anything more you can do 
- through design, process, protection, or information - to lower 
or eliminate that risk. Even if the chance of it happening is one 
in a million.
This stems from the European regulatory philosophy of 

precaution and proportionality: The precautionary principle 
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means that if a risk could plausibly cause harm to health or 
safety, you must act to reduce it, not just hope probability 
saves you.
Proportionality means your effort should be appropriate to 

the potential severity of harm. Catastrophic outcomes deserve 
disproportionate attention, even when rare.
So yes - even if the probability is “remote” or “improbable,” the 

IVDR expects you to ask:

	z Can the design inherently remove the hazard?
	z Can protective measures reduce exposure further?
	z Can clearer instructions or training prevent misuse?

Only once you’ve demonstrated that no further reasonable 
reduction is possible can you classify the risk as “acceptable.”
This doesn’t mean infinite perfectionism. The regulation also 

recognises that risk reduction has to be practicable - the 
concept often summarised as ALARP (As Low As Reasonably 
Practicable) or AFAP (As Far As Possible). But unlike ALARP, 
which allows balancing effort against benefit, AFAP under the 
IVDR leans harder on the safety first side of that balance.
In short: “Low likelihood” is not a permission slip. It’s a starting 

point for justification.
You can accept a very low probability of harm - but only after 

you’ve shown that you tried to make it even lower, and that 
further reduction would bring no practical safety gain or would 
compromise the device’s function.

Innovation

Innovation is inherently risky. Trying new ideas, technologies, 
or methods introduces uncertainty. Yet innovation is also the 
source of progress. If an organisation eliminates all risk, it also 
eliminates learning.
In many firms, especially those driven by compliance, 

innovation risk is treated as something to avoid. But the real 
question is not “Can we remove risk?” but “Can we make the 
right trade-offs to take meaningful, managed risks?”
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Innovation and safety need not be enemies. When framed 
correctly, risk management becomes the bridge between 
them - providing confidence to experiment safely and learn 
quickly.

 Why Trade-Offs Are the Point

Trade-offs are not failures; they are the essence of responsible 
decision-making. Every effective risk management process 
forces leaders to confront what they are willing to sacrifice 
and why.

	z How much performance are we willing to give up to 
ensure safety?

	z How much safety margin can we maintain before 
innovation stalls?

	z Which opportunities justify controlled exposure?

When done well, risk management exposes the values that 
drive an organisation. It makes the implicit explicit. It allows 
teams to have the conversations they would otherwise avoid.
This is precisely what standards like ISO 14971 aim to do. 

The standard doesn’t prevent risk; it forces organisations to 
acknowledge and document their trade-offs. It asks:

	z What could go wrong?
	z How bad could it be?
	z How likely is it?
	z What controls exist, and are they sufficient?

Only when the residual risk exceeds an acceptable threshold 
does the process demand action. This is an elegant form 
of moral governance. It says, “You may take risks, but only 
consciously.”
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The Risk-Benefit Blind Spot

Despite this intent, few organisations understandably 
explicitly consider benefits in their risk assessments. Most risk 
matrices are constructed around negative outcomes: harm, 
failure, loss. Opportunities and advantages rarely appear in 
the same framework.
This imbalance distorts judgment. By focusing only on the 

downside, organisations breed risk aversion and bureaucratic 
inertia. Decisions become defensive, not strategic.
In reality, every decision carries both risk and reward. The real 

question isn’t whether there’s exposure - there always is - but 
whether the potential benefit justifies it.

	z A new software feature might introduce a usability 
risk - but it could cut diagnostic time in half.

	z A new supplier might add some short-term 
uncertainty - but open access to an entirely new 
market.

	z A bold design change might send your validation 
team into meltdown - but it could transform patient 
outcomes.

That’s the real heartbeat of risk management: impact versus 
opportunity. It’s not just about avoiding pain; it’s about deciding 
whether the gain is worth it. Focusing only on harm is like 
driving with one eye closed - you’ll miss half the picture.
ISO 14971 does, to its credit, acknowledge this balance in 

the concept of benefit–risk decisions. You’re supposed to 
document not only what could go wrong but why it’s still 
worth doing. Yet, in practice, this is the part most teams skim 
past. They’ll spend hours arguing about probability scores and 
control measures, then write a single lazy line saying “benefit 
outweighs risk.”
That’s not risk management - that’s risk paperwork.
If you only ever focus on what could go wrong, you’ll never 

build anything worth doing. The goal isn’t to eliminate risk; it’s 
to make conscious, justified trade-offs that improve safety 
and advance the product. That’s where real quality leadership 
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lives.

Probability and Perception

Another reason risk management loses its purpose is 
misunderstanding of probability.
Human beings are notoriously poor at perceiving likelihood. 

We overestimate rare dangers and underestimate common 
ones. We anchor to recent events. We assume control where 
none exists.
Formal risk systems try to correct this by quantifying 

probability, but numbers can give a false sense of precision. 
Assigning “1 in 10,000” to an event may satisfy the auditor, but 
it rarely reflects true understanding.
The better approach is to treat probability as a conversation 

starter, not an answer. It invites inquiry:

	z What evidence supports this probability?
	z How could it change?
	z What would make the event more or less likely?

In that sense, risk management is less about mathematics 
than about structured curiosity.

Risk as Decision Intelligence

When risk management is seen as a decision tool rather 
than a compliance task, its potential expands dramatically. It 
becomes a system for organisational intelligence - capturing 
weak signals, connecting local observations to strategic 
insight.
Every complaint, audit finding, or CAPA report is a data point 

in the risk landscape. Together they form an early warning 
system. But only if someone is looking for patterns.
A risk file is not an archive; it’s a learning instrument. The 

question is not “Did we complete the form?” but “What have we 
learned since we last reviewed this risk?”
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Organisations that understand this treat their risk registers as 
living systems. They link risk trends to performance metrics, 
project outcomes, and customer feedback. Risk becomes the 
connection between daily work and strategic foresight.

Cultural Dimensions of Risk

Risk management reflects an organisation’s culture more 
than its procedures.
In a healthy culture, people surface risks early, discuss them 

openly, and view uncertainty as a shared problem to solve. In 
a fearful culture, risks are hidden, minimised, or rationalised 
away.
Leadership sets the tone. When leaders treat risk conversations 

as blame exercises, people stop speaking up. When leaders 
treat them as learning opportunities, transparency flourishes.
This cultural dimension is why risk management must sit at 

the heart of leadership practice, not in the quality department 
alone. The quality function can facilitate the process, but 
the mindset must be owned by everyone - especially those 
ultimately making the trade-offs: the executive.
 

The Role of Judgment

No system can replace human judgment. Algorithms, 
templates, and matrices can support it, but they cannot define 
what level of risk is acceptable. That decision is inherently 
human, rooted in purpose, ethics, and accountability.
The more complex the organisation, the more critical 

judgment becomes.
In entangled systems - where processes, suppliers, and 

technologies interconnect - no single person sees the whole 
picture. Risk decisions must therefore rely on collective sense-
making: bringing diverse perspectives together to interpret 
uncertainty.
This is where structured frameworks add value - not because 

they reduce human judgment, but because they channel it. 
They give shape to discussions that might otherwise be 



41

dominated by intuition or hierarchy. How they are only as good 
as the data driving decisions.

The Data–Information–Wisdom Trap

Every organisation believes it’s data-driven. Dashboards glow, 
reports circulate, and meetings overflow with charts. But most 
are not driven by data - they’re drowned by it. The assumption 
is simple: more data equals better decisions. In reality, it often 
means more noise, less clarity, and slower action.
The classic data-information-knowledge-wisdom pyramid 

looks tidy on paper. Data becomes information, which 
becomes knowledge, which leads to wisdom. But that neat 
climb rarely happens. In real organisations, the pyramid 
collapses under its own weight. Data is collected faster than 
anyone can interpret it. Information is filtered through bias and 
hierarchy. Knowledge stays locked in silos. And wisdom - the 
ability to make sound, timely choices - gets buried beneath 
the performance metrics meant to protect it.
The real task isn’t to climb the pyramid but to flatten it - to 

shorten the distance between what’s known and what’s done. 
That means trusting the people closest to the data to act on it. 
It means trading volume for clarity. And it means recognising 
that wisdom isn’t the final layer - it’s a behaviour: the courage 
to act when the information is incomplete.
Entangled organisations don’t suffer from a lack of data; they 

suffer from a lack of sense-making. Untangling starts when 
leaders stop mistaking reports for reality and start asking, 
What’s this data trying to tell us - and what will we do about it?

The Real Test: When Trade-Offs Are Hard

The true test of a risk management culture comes when 
trade-offs are uncomfortable.

	z When the production line is behind schedule and the 
validation isn’t complete.

	z When a customer wants a product variant that hasn’t 
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been fully verified.
	z When management pressure collides with 

engineering caution.

In those moments, risk management’s purpose is to slow 
the conversation down. To make the decision visible. To ask: 
What are we trading off - and who bears the consequence if we’re 
wrong?
If that question feels uncomfortable, the system is working. 

Risk management exists to create productive discomfort - the 
pause that prevents complacency.

Beyond Compliance

Compliance is the floor, not the ceiling. Regulations provide 
a necessary baseline - especially where human life is at stake. 
But compliance alone rarely prevents harm or failure. It only 
ensures that minimum precautions are documented.
The deeper purpose of risk management is not to satisfy 

auditors but to build organisational reliability. Compliance 
checks whether a procedure exists. Purposeful risk 
management checks whether the procedure is effective.
When organisations rediscover this distinction, their systems 

come alive. Risk reviews become forums for strategic thinking, 
not administrative burdens. Teams begin to see risk not as a 
threat to be avoided but as information to be leveraged.

Rediscovering Purpose

To rediscover the true purpose of risk management, we must 
reframe it from three angles:

1.	 From control to choice.
2.	 Risk management is not about constraining action but 

enabling deliberate choice.
3.	 From documentation to dialogue.
4.	 The value lies not in the form completed but in the 
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conversation it provokes.
5.	 From fear to foresight.
6.	 The goal is not to eliminate uncertainty but to navigate it 

with confidence.

When seen this way, risk management becomes a strategic 
advantage. It sharpens decisions, strengthens trust, and 
connects daily operations with long-term purpose. It reminds 
us that safety, performance, and innovation are not enemies 
but partners in trade-off.

 Leadership and Stewardship

Leaders carry the ultimate responsibility for how risk is 
understood and acted upon. They define the boundaries of 
acceptable trade-offs. They model whether risks are discussed 
openly or buried quietly.
The best leaders don’t demand “zero risk”; they demand 

clarity of reasoning. They ask the hard questions:

	z What assumptions are we making?
	z What evidence supports them?
	z Who might be affected if we’re wrong?

These questions elevate risk management from a technical 
exercise to a moral practice - an expression of stewardship. It’s 
about protecting people, purpose, and trust.

Conclusion: Risk as a Mirror

The way an organisation manages risk reveals what it truly 
values.

	z If it values reputation above integrity, it will hide risk.
	z If it values control above learning, it will bureaucratise 

risk.
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	z If it values purpose and people, it will face risk with 
honesty.

The forgotten purpose of risk management is not to suppress 
uncertainty, but to use it as a mirror - to reflect our priorities 
and illuminate the path between safety, performance, and 
innovation.
Every trade-off tells a story about what we care about most.
Rediscovering that truth is the first step toward risk 

management that means something
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 Chapter 4: Understanding Risk and 
the Mechanics of Risk Assessment

Alright - we’ve danced around it long enough. It’s time to roll 
up our sleeves and get into the nuts and bolts of ISO 14971. 
Don’t worry, this isn’t a box-ticking lecture or a dry regurgitation 
of the standard. You already know the basics. What we’ll do 
here is use ISO 14971 as a framework to explore the real-world 
themes we’ve just been talking about - how risk should work 
in practice, not just how it’s documented.

What We Get Wrong About Risk

The word risk tends to make people flinch. It sounds like 
something bad - a hazard to be avoided, a potential audit 
finding, a headline waiting to happen. In truth, risk isn’t the 
villain in the story. It’s the plot. As stated previously without 
risk, there’s no innovation, no progress, and no reason for most 
of us to show up to work. The problem isn’t risk itself; it’s how 
badly organisations misunderstand it.
Traditional management thinking sees risk as an event: 

something that might happen, with a probability you can 
calculate and a consequence you can imagine. That’s tidy but 
incomplete. 
ISO 31000 - the global risk management standard - redefines 

it as the effect of uncertainty on objectives. It’s not about 
catastrophe; it’s about uncertainty. In other words, risk isn’t 
just what goes wrong. It’s what happens when you don’t know 
for sure what will happen. In practice both definitions coexist.
ISO 14971 takes that same idea and grounds it in the world of 

medical devices. Here, risk isn’t theoretical. It’s the possibility 
that your diagnostic might give a false result, that a reagent 
might degrade faster than expected, or that your instructions 
might be misunderstood. The goal isn’t to eliminate all risk 
- that’s impossible - but to ensure the risks that remain are 
acceptable when weighed against the benefits.
The best organisations don’t treat risk as a compliance 
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exercise. They treat it as a decision-quality tool. As we’ve 
covered good risk assessment doesn’t tell you what to fear; it 
tells you where to think.

Why Risk Matters in Medical Devices

In the world of medical devices, “good enough” doesn’t cut 
it. The European IVDR makes that clear: manufacturers shall 
establish, implement, document and maintain a risk management 
system as a continuous, iterative process throughout the entire 
lifecycle of a device.
That means from concept sketch to post-market surveillance, 

risk thinking must be alive - not locked in a binder.
The logic is simple. Devices interact with humans, and 

humans are unpredictable. Environments change. Reagents 
expire. Suppliers switch batches. What was safe yesterday 
may not be safe tomorrow. The only defence is vigilance - and 
vigilance is what risk management institutionalises.
When done properly, ISO 14971 is not paperwork; it’s a 

feedback loop between engineering, quality, and reality. It’s 
how you prove to yourself (and regulators) that your device’s 
benefits outweigh its hazards - not once, but continuously.

The Cast of Characters: Hazard, Harm, and the 
Journey Between

Every good story has characters and cause-and-effect. So 
does risk.

	z Hazard: the potential source of harm.
	z Hazardous situation: the moment someone or something 

is exposed to the hazard.
	z Harm: the actual injury or damage that results.

Think of it as a chain: Hazard - sequence of events - hazardous 
situation - harm.
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Example one: a diagnostic bottle made of glass.

Hazard: the bottle can break.
Hazardous situation: it falls to the floor and shatters.
Harm: someone cuts their hand or foot.

Example two: an in-vitro diagnostic reagent.

Hazard: chemical instability at high temperature.
Hazardous situation: stored outside recommended 

conditions.
Harm: false negative results leading to a delayed medical 

decision.

The point is not to eliminate hazards - every material, process, 
and system has them - but to understand how each could 

Generation of Harm

Based on ISO/
IEC Guide 63: 
Guide to the 
development 
and inclusion of 
aspects of safety 
in International 
Standards for 
medical devices
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realistically cause harm, and how likely and severe that harm 
might be.

Step 1: Planning for Risk Management

Before you start listing hazards, you need a plan. ISO 14971 
calls for a risk management plan. It’s the rulebook for how 
you’ll apply the process to a specific product.

It defines:

	z Who’s in the risk team (and yes, it must be cross-
functional).

	z The intended use of the device and its reasonably 
foreseeable misuse.

	z The criteria you’ll use to decide whether risks are 
acceptable.

	z The methods and tools you’ll use to estimate and evaluate 
risk.

	z How you’ll document and update everything.

This isn’t a solo sport. Risk lives at the intersection of 
disciplines - so the team must too. R&D understands design 
intent, QA understands controls, Regulatory knows the rules, 
Medical Affairs knows patient impact, and Operations knows 
how things actually work on the shop floor.
Appoint a coordinator - the conductor, not the dictator - who 

keeps the process moving and ensures that every update, 
test, and complaint feeds back into the risk file.
A good plan doesn’t just define how you’ll manage risk; it 

defines when you’ll stop and think.

Step 2: Risk Analysis - Finding What Could Go 
Wrong

Now the work begins.
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Start with the intended use - what the diagnostic is designed 
to do - and the reasonably foreseeable misuse - what a human 
might actually do instead. If you assume everyone will follow 
the instructions perfectly, you’re already living in fantasy-land.
Then identify every hazard associated with that use or misuse. 

Physical, chemical, biological, data-related, ergonomic, 
environmental - whatever could lead to harm.

Next comes estimation.

	z Severity: the possible consequence if the harm occurs. 
Always assume it does occur; then ask, “How bad is it?”

	z Probability: the likelihood that the harm will occur, given 
your current design (before controls).

Data are rarely perfect, so use historical information, 
analogous products, or expert judgement. When in doubt, err 
on the side of caution.
Remember, ISO 14971 doesn’t include “detection” as a 

separate factor (unlike FMEA). Detection capability is buried in 
the probability term. If you still have detection in your product 
risk assessments you need to catchup before an auditor spots  
it.
A good risk analysis is not a spreadsheet of numbers; it’s a map 

of how your product can hurt someone if you’re not careful.

Step 3: Risk Evaluation - Deciding What’s 
Acceptable

Having estimated risk, you now decide whether it’s tolerable. 
This is risk evaluation: comparing the estimated risk against 
your predefined criteria.
Most organisations use a risk matrix - a grid of probability 

versus severity. It’s a useful servant but a terrible master. Don’t 
let colour coding replace thought. A yellow square doesn’t 
mean “safe”; it means “worth a conversation.”
An easy way to illustrate probability and severity is with the 

infamous COVID analogy.
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Imagine you’re a 53-year-old man who meets one random 
person and doesn’t socially distance. What’s your probability 
of dying from COVID?

Probability of infection: 1 in 150
Probability that infection leads to death: 0.1%
Combined probability of death: 1 in 150,000 (remote)
Severity: catastrophic

The point? 
Even catastrophic harm can carry an acceptable risk if the 

probability is vanishingly small - but you’d better be able to 
justify your decision.
In medical devices, regulators expect that all known 

and foreseeable risks and any undesirable effects shall 
be minimised. That doesn’t mean zero; it means you can 
demonstrate you’ve pushed risk as low as reasonably 
practicable - and that the residual risk is outweighed by the 
benefit.

Step 4: Risk Control - Making It Safe by Design

Here’s where engineering meets reality.
Risk control is about reducing risk to an acceptable level - 

not by wishful thinking, but by following a deliberate hierarchy. 
ISO 14971 lays it out clearly:

Inherent safety by design – Make the product itself safe. 
Eliminate the hazard where possible.
Example: Replace a glass reagent bottle with plastic.
Example: Build in design redundancy to prevent single-point 

failure.

But here’s the part people often overlook: some of the most 
powerful risk controls aren’t found in design specs or validation 
protocols - they’re embedded in your Quality Management 
System.
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The QMS is the quiet machinery that keeps everything 
consistent: incoming raw material checks, in-process controls, 
QC testing, line clearance, supplier qualification - all the 
systemic rigour that ensures your product is safe every single 
day, not just on paper.
So make sure you recognise it for what it is: a major risk 

control mechanism. And don’t forget to give it credit in your 
risk management documentation. Your validation protocols 
prove the design works once; your QMS proves it works every 
time.
Auditors love a validation report - but regulators trust a 

system that works without one.

Protective measures in the device or manufacturing process 
– If you can’t eliminate the hazard, control exposure to it.
Example: alarms, control systems, segregation, inspection, 

line clearance, supplier qualification.

Information for safety – As a last resort, warn the user.
Example: instructions for use, labelling, operator training.

You’ll recognise this hierarchy from your quality system and 
from the CAPA world. It’s the same logic: fix the system, not the 
symptom.
Each control must be documented, implemented, and 

verified for effectiveness. Product and process validation - IQ, 
OQ, PQ, stability, and performance studies - are all forms of 
risk control evidence.
And remember a risk control that exists only in a PowerPoint 

is not a control; it’s a wish.

Step 5: Residual Risk - What’s Left Over

After implementing controls, you re-evaluate the risks. What’s 
left is the residual risk. Sometimes it’s tiny, sometimes it’s 
stubborn. Either way, you must decide whether it’s acceptable.
If it’s still too high, you add or improve controls. If it’s as low 

as you can make it, you weigh it against the device’s benefits. 
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That’s where the concept of Minimum Reasonably Acceptable 
Risk (MRAR) comes in. If the benefit outweighs the residual risk, 
and further reduction isn’t practical, you can justify keeping it.
In a mature risk culture, the goal is not to eliminate risk entirely, 

but to reduce it to the minimum reasonably acceptable level - 
the point where further reduction would bring disproportionate 
cost, complexity, or loss of value. This principle reflects the 
reality that every safeguard carries its own trade-offs. 
True risk leadership means understanding where that balance 

lies: minimising exposure while preserving agility, innovation, 
and purpose. 
Risk, when managed well, is not the enemy of progress but its 

governor - keeping the system safe enough to move forward, 
and flexible enough to keep learning.
But don’t stop there. ISO 14971 also requires an assessment of 

overall residual risk - the sum of all the individual risks. Even if 
each single hazard is acceptable, the combination might not 
be.
The standard offers little guidance on how to quantify this, 

so many organisations convene an expert panel - usually 
from R&D, QA, Operations, and Medical Affairs - to review 
all residuals and decide whether, in aggregate, the device 
remains safe and beneficial.
Document the reasoning. Regulators don’t mind that you used 

judgement - they mind when you don’t share your working 
out.

Step 6: The Continuous Loop - Learning from 
Reality

If I could make this title flash in red I would. Risk management 
doesn’t end when you launch the product; it only starts.
ISO 14971 and the IVDR are explicit: risk management is 

continuous and iterative. That means you re-evaluate risks 
whenever new information emerges - complaints, CAPA 
trends, supplier issues, scientific updates, changes in state-
of-the-art, or shifts in clinical practice.
Production and post-production data are the reality check. 
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They tell you whether your controls still work in the wild. 
Field data may reveal new hazards, or show that previously 
acceptable risks are no longer acceptable.
At least every two years, perform a risk review for each 

product. Confirm that:

	z The control measures are still effective.
	z The assumptions in your analysis still hold.
	z The overall residual risk is still acceptable given 

current state-of-the-art.

And ensure management reviews the suitability of the entire 
process as part of the QMS review. Risk is not a technical 
exercise; it’s a leadership discipline.

ISO14971 and FMEA

There is often confusion between the risk management 
approach defined in ISO 14971 and the FMEA methodology 
- which is essentially a process reliability assessment tool -, 
which is governed by IEC 60812:2018. 
Many organisations still base their product risk files solely on 

FMEA-style analysis, even though this approach is not fully 
appropriate for medical device risk management under ISO 
14971.
The table overleaf  highlights key differences between the two 

methodologies and outlines where each is most appropriately 
applied. Understanding these distinctions is essential to 
ensure that product risk management aligns with regulatory 
expectations and genuinely supports patient safety.

The Human Side of Risk

If you want to understand a company’s culture, look at how it 
handles risk.
In weak organisations, risk management is a checkbox ritual: 

forms are filled, numbers multiplied, and signatures gathered. 
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Aspect ISO 14971 – Medical 
Device Risk 

Management

FMEA (IEC 60812:2018) 
– Failure Mode and 

Effects Analysis
Primary 
Objective

To ensure patient safety and 
regulatory compliance by 
identifying, evaluating, and 
controlling risks associated 
with medical devices 
throughout their lifecycle.

To systematically identify and 
evaluate potential failure modes 
in a design or process and 
assess their impact on product 
performance or reliability.

Focus of 
Analysis

Hazards and harms to the 
patient, user, or environment.

Failure modes of components, 
subsystems, or processes.

Scope Entire product lifecycle - design, 
manufacturing, distribution, 
use, and post-market.

Specific design or process 
steps - often used within 
development or manufacturing.

Risk 

Parameters

Based on severity of harm and 
probability of occurrence of harm 
(not just failure). Detectability 
is not a formal factor.

Traditionally uses Severity × Oc-
currence × Detection to calculate 
a Risk Priority Number (RPN).

Output A risk management file 
documenting identified hazards, 
risk evaluations, control measures, 
and residual risk acceptability.

A failure analysis work-sheet listing 
potential failures, their causes, 
effects, and priority rankings.

Evaluation of 
Acceptability

Determined by the manufacturer’s 
de-fined criteria for acceptable 
residual risk based on 
benefit–risk balance.

Based on numerical RPN thresh-
olds or qualitative ranking 
- not tied to clinical benefit 
or regulatory acceptance.

Treatment of 
Residual Risk

Requires explicit evaluation and 
documentation of residual risk and 
overall risk–benefit justification.

Typically ends with implementation 
of mitigation actions to reduce 
RPN - may not evaluate overall 
residual system risk.

Lifecycle 
Inte-gration

Mandatory updates as new 
information emerges (post-market 
data, complaints, field actions).

Often used as a static design 
or process tool unless 
deliberately maintained.

Regulatory 
Expectation

Required framework for medical 
device compliance with EU MDR, 
IVDR, and FDA expectations.

Considered a supporting tool 
- useful for identifying failure 
modes but insufficient alone for 
medical device risk management.

Perspective Patient- and user-centric. Process- or component-centric.

Typical 
Use Case

Product risk file, design hazard 
analysis, usability risk assessment, 
benefit–risk justification.

Process risk analysis, manufactur-
ing validation, supplier quality 
assurance, design reliability.

Product risk assessment v FMEA
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The team breathes a sigh of relief once the risk file is “approved.” 
That’s not risk management; that’s bureaucratic theatre.
In strong organisations, risk management is a  conversation. 

Engineers argue with medical affairs, QA challenges 
assumptions, and manufacturing raises the awkward “what if.” 
It’s messy, but it’s alive.
The irony is that many of the most dangerous risks in a 

business aren’t technical - they’re cultural. Complacency, fear 
of speaking up, lack of psychological safety, the “we’ve always 
done it this way” mindset. These are the breeding grounds of 
the next recall.
One of the great illusions of quality systems is that 

documentation equals control. But as The CAPA Paradox 
argued, paperwork doesn’t fix behaviour. A beautifully 
completed FMEA can coexist with a totally unsafe process if 
people stop thinking critically.
That’s why leadership tone is everything. A culture that 

punishes bad news guarantees it will never hear any until it’s 
too late. A culture that values curiosity - that asks, “What’s the 
worst that could happen?” without blame - builds resilience.
Risk management isn’t about fear. It’s about respect: for the 

product, for the patient, and for uncertainty itself.

Closing Thoughts 

At its core, ISO 14971 is just structured common sense. It 
forces you to:

	z Ask what could go wrong.
	z Judge how bad and how likely that is.
	z Do something intelligent about it.
	z Check that it worked.
	z Keep checking.

The danger is when organisations turn that common sense 
into stupid sh!t* - endless forms, risk matrices copied from 
other products, or meetings that debate whether “possible” 
means 10⁴ or 10⁵. That’s not risk thinking; that’s noise.
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The real craft of risk management is judgement - informed, 
documented, and transparent. It’s the humility to know you 
don’t know everything, and the discipline to keep asking 
questions.
When you get it right, risk management becomes more than 

compliance. It becomes your decision compass. It tells you 
when to stop, when to push forward, and when to redesign 
entirely. It keeps you honest.
So the next time someone groans about filling out the risk file, 

remind them: this isn’t about bureaucracy. It’s about protecting 
people from harm, protecting the company from stupidity, 
and protecting yourself from that 3 a.m. phone call that starts 
with “we have a problem.”
In the next section, we’ll take it up a level and step into the 

real world - the messy, unpredictable one where risks don’t 
always fit neatly into a matrix and rarely behave the way the 
procedure says they should. This is where entangled risks 
live - the kind that cross functions, blur boundaries, and make 
traditional risk management look a little too tidy.
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 Chapter 5: Entangled Risks

In regulated industries, risk is supposed to be measurable, 
traceable, and controlled. Procedures are designed to contain 
uncertainty; audits confirm compliance; and every deviation 
must have a root cause. The language of risk management - 
severity, probability - creates the impression that uncertainty 
can be engineered out of existence. 
But within complex systems - which is the real world we live 

in - risk behaves differently. It doesn’t follow rules, respect 
boundaries, or remain static. It adapts. It hides. It emerges 
from the very interactions that keep organisations alive. 
This is the world of entangled risk - where every control 

creates new dependencies, every safeguard adds new 
connections, and the system itself becomes the source of 
vulnerability.

The Myth of Linear Risk

Traditional risk management rests on a comforting logic: if we 
can identify causes, we can prevent consequences. It is a linear 
model - a straight line from hazard to harm, mapped neatly in 
a matrix. It assumes stability, predictability, and control. And 
it works well in mechanical systems, where parts interact in 
consistent, measurable ways.
But organisations are not mechanical; they are complex 

adaptive systems. People make trade-offs, priorities shift, and 
local decisions interact in unpredictable ways. What looks like 
a cause today may become an effect tomorrow. A corrective 
action in one area may generate new risks elsewhere. Complex 
systems operate on feedback and interdependence - and 
these feedbacks often operate invisibly.
Complexity theory teaches that the behaviour of such 

systems cannot be understood by analysing their components 
in isolation. The system’s behaviour emerges from the 
interactions among its parts. This means that even small 
changes can have disproportionate effects. 
Risk, in this environment, is not a single variable to be 
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controlled - it is a pattern of relationships constantly in motion.

When Systems Interact

Organisational charts suggest clean boundaries: 
manufacturing, quality, regulatory, supply chain. Each function 
owns its risks and manages them accordingly. Yet in practice, 
these boundaries are porous. Every decision crosses them, 
sometimes in ways no one anticipates. A small efficiency 
improvement in one area can trigger instability in another.
Consider Boeing’s 737 MAX aircraft disaster. What began 

as a performance upgrade turned into an entangled web of 
technical and organisational risk. The MCAS software was 
intended to adjust handling characteristics but became 
entangled with pilot training, certification time-lines, and 
commercial pressures. Ultimately it led to deaths.
Risk assessments were carried out within silos - engineering, 

operations, compliance - each valid in its own frame. But 
the tragedy lay in the interactions between those frames. 
Technical reliability interacted with human assumptions, 
certification short-cuts with cultural silences. No single failure 
caused the crashes; the catastrophe emerged from coupling 
and complexity.
Entangled risk often hides between processes - in the white 

space of the organisation chart where ownership is unclear 
and feedback is slow. When systems interact tightly but 
communicate loosely, risk migrates and mutates. The gaps, 
not the nodes, become the danger zones.

Hidden and Unanticipated Consequences

Unintended consequences are the natural by-products 
of complex systems. They arise not from carelessness, but 
from the system’s own intelligence - its ability to adapt to 
constraints, incentives, and oversight.
A medical device manufacturer introduced a centralised CAPA 

system to “increase transparency.” Each site could now view 
every issue across the network. Initially, it worked. Escalations 
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improved, metrics looked cleaner. But within months, CAPAs 
started to stagnate. Closure rates fell; cross-site comparison 
triggered defensive behaviour. Teams hesitated to report 
problems, fearing scrutiny. The system built to promote 
learning ended up amplifying caution and bureaucracy. Risk 
didn’t disappear; it was displaced into silence.
This pattern repeats across industries. When we design 

systems to control behaviour, people adapt - often in 
unanticipated ways. 
A pharmaceutical company once simplified its deviation 

classification matrix to “reduce administrative burden.” The 
change seemed logical: fewer categories, faster closure. 
Within a year, severe deviations had fallen by half. Success? 
Not quite. Customer complaints were rising. Later analysis 
revealed that teams had reclassified borderline events to lower 
categories to avoid management review. The new control had 
quietly taught the system to conceal its own signals.
In complex systems, improvements can easily become new 

sources of risk because they alter relationships and incentives. 
The tighter the system’s constraints, the more creatively 
people learn to work around them.

Risk as a Living Network

Risk in entangled systems behaves less like a list of hazards 
and more like a living network - fluid, adaptive, self-organising. 
It migrates to where the system is least aware. It thrives in 
ambiguity and interfaces, where ownership blurs.
At one diagnostics company, a “fast-track” change process 

was introduced to speed up product updates. Each function 
had authority to approve certain changes independently. 
Efficiency improved dramatically - until a reagent formulation 
change slipped through production without analytical 
verification. Each reviewer assumed another had confirmed it. 
The result was a widespread product recall. The failure wasn’t 
in any process; it was in the space between processes, where 
assumptions lived untested.
Complex systems theory calls this tight coupling and loose 

coordination - a condition in which many parts depend on one 
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another, but communication is too slow or fragmented to keep 
up. In such systems, risk doesn’t vanish; it migrates to the blind 
spots. Every control measure creates new pathways for risk to 
reappear in altered form.

The Illusion of Control

Regulated industries often conflate control with safety. 
Procedures, sign-offs, and documentation create an aura of 
certainty - a belief that compliance equates to control. Yet the 
more complex a system becomes, the less true that is.
This brittleness is common in regulated organisations. 

Overly prescriptive systems discourage curiosity. Layers of 
review delay urgent action. Performance metrics prioritise 
appearance over understanding. The organisation becomes 
efficient at demonstrating control, not achieving it.
The paradox is that the pursuit of certainty breeds fragility. 

When leaders over-specify processes to remove ambiguity, 
they eliminate the flexibility needed to respond to surprises. 
Entangled risk flourishes in these conditions because the 
organisation has lost its capacity to adapt. The system 
becomes compliant but blind.

The Dynamics of Emergence

Complex systems behave according to the principle of 
emergence: collective behaviour arises from local interactions, 
not central design. The same principle shapes risk dynamics 
inside organisations.
A pattern of missed hand-overs between manufacturing and 

quality may not result from poor design or bad intent, but from 
local adaptations - people trying to meet time-lines, shifting 
workloads informally, responding to unspoken incentives. 
Over time, these micro-decisions solidify into macro-patterns. 
The organisation wakes up to a recurring failure pattern that 
no one intended and no single rule can fix.
Traditional risk reviews often miss these patterns because they 

are designed to identify discrete causes. But emergence is not 



61

about causes; it’s about conditions. It’s about the environment 
that allows a risk to grow unnoticed. Sense-making - looking 
across events and functions to detect the patterns - becomes 
the essential leadership act. It replaces the question “Who 
caused this?” with “What is this part of a bigger story?”
Some advanced organisations are evolving in this direction. 

Instead of focusing solely on static risk registers, they use 
dynamic risk dialogues: cross-functional reviews that look 
for interactions and weak signals. They invite multiple 
perspectives, deliberately mix technical and human viewpoints, 
and explore near-misses as sources of insight. These sessions 
produce fewer corrective actions but far richer understanding. 
The focus shifts from prevention to anticipation.

Hidden Risks in Digital Systems

Digital transformation has added a new layer of entanglement. 
Data connects systems that once stood apart - production, 
quality, logistics, and post-market surveillance. The promise is 
transparency; the danger is opacity through automation.
A global diagnostics firm implemented automated deviation 

trending across its network. Algorithms categorised events 
and produced heat maps for management review. The system 
worked flawlessly - until someone noticed that critical events 
at one site had quietly dropped to zero. Investigation revealed 
that the algorithm’s thresholds had been tuned globally, 
suppressing local variation. The automation had transformed 
human judgment into code, and with it, the ability to question 
context.
As data systems become more sophisticated, the locus of 

risk shifts from operational processes to interpretive trust - 
trusting the data, the models, and the invisible assumptions 
behind them. A dashboard can give the illusion of clarity while 
concealing the messy reality it was built to simplify.
Digitalisation doesn’t eliminate risk; it redistributes it - often 

to places where few people are looking. Algorithms embody 
their creators’ assumptions, and when those assumptions 
are wrong, risk scales instantly across the system. The new 
challenge for leaders is to maintain critical visibility - to stay 



62

curious about what sits behind the numbers.

Seeing the System

Leading in complexity requires learning to see the 
system as a system - not a collection of parts but a web of 
interdependencies. It demands curiosity about interfaces, not 
just outcomes. This is hard work, because the human mind 
prefers simplicity. We like causes and effects, heroes and 
villains. But systems thinking replaces blame with connection.
Seeing the system means noticing how incentives, structures, 

and culture interact. A production metric can distort quality 
behaviour. A compliance campaign can suppress open 
reporting. A reorganisation intended to simplify oversight can 
fragment ownership. Each intervention changes the system’s 
shape - and therefore its risks.
Leaders who see systemically treat risk as a living 

conversation, not a static object. They ask different questions:

	z How does this issue connect to others?
	z Where might our solutions create new dependencies?
	z Who is interpreting this information, and what 

assumptions guide them?

These questions reveal the hidden threads of entanglement 
- the feedback loops that link today’s fix to tomorrow’s failure.

From Control to Resilience

In complex environments, the opposite of control is not chaos 
- it’s resilience. Resilience is the system’s capacity to absorb 
disturbance and still function. It’s the organisational equivalent 
of elasticity: the ability to bend without breaking.
Resilience grows from diversity - of perspective, experience, 

and response. It grows from distributed authority, where 
decisions can be made close to the problem. And it grows 
from feedback loops that allow the organisation to learn in 
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real time.
Some regulated companies are learning this lesson. Instead 

of reacting to every inspection finding with new controls, they 
step back to ask: What in our system made this risk invisible 
until now? Others are building “learning reviews” - structured 
debriefs after near-misses that explore interactions rather than 
apportion blame. A few are piloting safe-to-fail experiments: 
small-scale changes that test new practices under controlled 
risk, learning fast before scaling.
Resilience requires leaders to balance procedural discipline 

with adaptive freedom. It means holding structure lightly - 
tight on principles, loose on prescription. The most effective 
organisations combine both: clear regulatory compliance 
frameworks paired with cultural norms that reward curiosity, 
dissent, and local problem-solving.

Entangled Leadership

Entangled risks demand entangled leadership - leadership 
that acknowledges complexity rather than fighting it. Such 
leaders don’t rely solely on dashboards or risk ratings; they 
spend time in the system, listening for weak signals, connecting 
dots across silos.

Entangled leadership is characterised by three disciplines:

1.	 Awareness of Interconnection – understanding that 
no decision stands alone, and every change alters the 
network. Leaders model systems thinking by asking 
how actions ripple outward.

2.	 Humility About Control – recognising that not all 
variables are knowable or manageable. Instead of 
pretending certainty, they communicate conditional 
confidence: “This is what we know, this is what we’re 
watching, and this is what could surprise us.”

3.	 Commitment to Learning – treating every deviation, 
complaint, and near-miss as information about the 
system’s health. They create cultures where curiosity 
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outranks compliance as a leadership virtue.

These disciplines transform risk management from an 
exercise in documentation into an exercise in consciousness. 
The leader becomes less a controller of outcomes and more 
a host of understanding - the one who ensures the system 
keeps learning about itself.

Living with the Tangle

Entangled risk is not a failure of control; it is a feature of 
complex life. The more connected our systems become, the 
more pathways exist for uncertainty to propagate. Control 
will always be partial, knowledge incomplete, and outcomes 
contingent.
The wise organisation accepts this reality without surrendering 

to it. It invests not just in controls, but in connectivity - in 
relationships, feedback loops, and conversations that make 
the system more self-aware. It values reflection as much as 
reaction, dialogue as much as data.
Untangling, in this sense, does not mean simplifying the 

world; it means learning to see it more completely. It is the 
recognition that every fix changes the system, every safeguard 
has side effects, and every improvement carries risk. But it 
is also the understanding that within that complexity lies 
strength - the capacity to sense, adapt, and evolve faster than 
the environment demands.
In the end, the goal is not to eliminate risk, but to live 

intelligently within it. To create organisations that are not just 
compliant, but conscious. To build cultures where curiosity 
thrives, where learning is continuous, and where leaders 
understand that control without awareness is an illusion.
The organisations that master this balance - between control 

and complexity, between order and adaptability - are the 
ones that will not only survive uncertainty but grow stronger 
because of it. They know that the most dangerous risks are not 
the ones they can see, but the ones hiding in the tangle.
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 Chapter 6: Risk and Culture

Every organisation has a risk culture - whether it’s designed 
or accidental. It shapes how people interpret uncertainty, how 
they act under pressure, and how they respond when things 
go wrong. Policies can define what to do, but culture decides 
how it’s done. It determines whether people speak up or stay 
silent, whether they act cautiously or creatively, and whether 
the system learns or repeats its mistakes.
In regulated industries, culture is not a soft concept. It’s a 

performance variable. The same Quality Management System 
(QMS), operated under two different cultures, can produce 
radically different outcomes. One will generate compliance 
theatre - a stage-managed display of safety - while the other 
cultivates awareness, adaptability, and trust. The difference 
lies not in process design, but in the lived experience of risk.

The Risk-Averse Organisation

In a risk-averse culture, the organisational reflex is to avoid 
exposure at all costs. Decisions are delayed, creativity is 
constrained, and people spend more time proving they’re 
compliant than improving performance.
In one global diagnostics company, a single procedural 

deviation triggered an executive-level investigation. Meetings 
multiplied, review boards expanded, and the organisation 
slowly trained itself to fear initiative. Engineers began asking 
for permission for even the smallest changes. The QMS 
ballooned with redundant approvals. Paradoxically, this 
abundance of control reduced visibility - managers were so 
busy reviewing paperwork that they stopped engaging with 
the actual process.
Over time, productivity dropped, improvement projects 

stalled, and unaddressed inefficiencies began to accumulate 
as invisible risk. The company appeared compliant - every 
deviation closed, every CAPA documented - but the system 
was quietly degrading.
This is the paradox of safety through fear: the more an 
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organisation tries to eliminate risk, the more fragile it becomes.

Drivers of Risk Aversion

Risk aversion doesn’t emerge by chance; it’s cultivated 
through experience, incentives, and leadership signals.

1.	 Fear of Regulatory Penalty. After a major audit 
finding or warning letter, organisations often over-
correct. They double documentation, add sign-
offs, and escalate everything. The system becomes 
obsessed with showing evidence of control rather 
than exercising judgment.

2.	 Historical Trauma: Cultures remember failure. A past 
recall or inspection crisis leaves a psychological 
imprint that shapes behaviour for years. Staff learn 
that safety equals compliance, and compliance 
equals survival.

3.	 Blame Hierarchies: When mistakes lead to 
punishment, people learn to hide uncertainty. They 
follow the letter of the procedure even when they 
know it doesn’t fit the situation. The system becomes 
rule-bound rather than purpose-driven.

4.	 Leadership Modelling: Leaders who demand 
perfection send a clear message: there is no 
tolerance for risk. The organisation becomes skilled 
at risk avoidance rather than risk management.

Each of these drivers narrows the field of acceptable 
behaviour until innovation feels dangerous and curiosity 
feels irresponsible.

Consequences of Risk Aversion

Risk-averse cultures experience three main pathologies:
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1.	 Decision Paralysis: The cost of being wrong exceeds the 
benefit of acting. Teams hesitate, waiting for approval or 
consensus. Opportunities are lost while decisions are 
“under review.”

2.	 Erosion of Learning: Without small, tolerable failures, 
systems stagnate. Continuous improvement depends 
on experimentation, but experimentation requires a 
tolerance for uncertainty.

3.	 Illusion of Safety: Because metrics look stable, leaders 
believe the system is in control. But risk has merely 
migrated underground. Weak signals - minor deviations, 
unspoken concerns - go unnoticed until they erupt as 
crises.

For the QMS, this means endless documentation but little 
understanding. For patients, it means delayed innovation, 
slower improvement cycles, and sometimes degraded 
product reliability. The organisation becomes technically 
compliant but strategically blind.

Overly Risky Cultures

At the other extreme are organisations that glorify speed, 
confidence, and innovation at any cost. In these cultures, risk 
is romanticised - a sign of courage and competitive spirit. 
Procedures are seen as obstacles. Reflection is dismissed as 
bureaucracy.
The now-infamous Theranos case illustrates this perfectly. 

The company’s leadership rejected scientific doubt, 
suppressed dissent, and equated compliance with limitation. 
Employees who raised concerns were marginalised. The 
culture treated caution as betrayal. The result was not just 
regulatory failure, but harm to patients and the wider erosion 
of trust in diagnostic innovation.
But we don’t have to look to scandal for examples. Overly 

risky cultures exist in every industry. Consider a digital health 
start-up that fast-tracks a diagnostic app to market without 
full verification, convinced that “iteration in the field” will fix 
issues faster. When performance data shows variability, 
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leaders dismiss it as noise. Only when adverse events occur 
do they realise the risk has outpaced the system’s capacity to 
manage it.
In such organisations, enthusiasm replaces discipline. The 

QMS becomes performative - a compliance badge, not a 
living framework. The organisation moves fast until it breaks.

Drivers of Risk-Seeking Cultures

1.	 Charismatic Leadership and Hero Narratives: 
Leaders who define success in terms of boldness 
and disruption create an emotional culture where 
prudence is weakness.

2.	 Market and Investor Pressure: In growth-driven 
environments, the incentive to deliver outweighs the 
incentive to question. Deadlines trump diligence.

3.	 Weak Governance: When oversight bodies lack 
authority or are treated as ceremonial, they can’t 
restrain high-risk decisions.

4.	 Misunderstood Agility: The modern worship of 
“speed” and “innovation” often distorts agility into 
recklessness. True agility is about adaptive learning, 
not blind acceleration.

The danger in risk-seeking cultures isn’t just failure - 
it’s amplified failure. Mistakes spread quickly through 
interconnected systems. By the time leaders notice, patient 
impact and reputational damage are already irreversible.

Management: The Cultural Thermostat

If culture is the environment, management is the climate 
control. Leadership signals set the temperature for how risk is 
perceived and discussed.
In risk-averse systems, management can thaw the culture 

by shifting from punishment to inquiry. In risky systems, 
management can cool the culture by reintroducing discipline 
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and reflection.
Leaders who model curiosity - who ask “what are we learning?” 

instead of “who’s at fault?” - create space for honest dialogue. 
When they link risk awareness directly to patient outcomes, 
they reconnect compliance to purpose.
A senior leader once described their philosophy simply: “I 

want people to feel safe taking the right kind of risk.” That phrase 
captures the essence of a mature culture: courage bounded 
by care, not recklessness.
Management’s task is to calibrate risk appetite against 

capability. A capable system can handle more experimentation. 
A fragile one requires containment. The leader’s problem is 
knowing which you have.

Blame and Fear

Blame cultures are the deadliest of all risk environments. 
They create compliance without conscience - a state where 
people do what’s required but withhold what’s true.
When a deviation occurs, the first question in a blame culture 

is “who did this, I want names?” not “what happened?” Root 
cause investigations become political exercises. People craft 
narratives that deflect attention. Data becomes defensive.
The result is epistemic blindness - the organisation loses its 

ability to see itself accurately. The formal system looks stable 
while informal workarounds proliferate.
Blame thrives when leaders confuse accountability with 

punishment. True accountability means ownership of learning. 
Punishment teaches avoidance. Over time, the organisation’s 
capacity for self-correction collapses.
One global pharmaceutical company learned this the hard 

way. After a series of inspection findings, leadership adopted 
a zero-tolerance stance. Every deviation required a senior 
review. Instead of improving quality, this triggered reporting 
fatigue. Minor issues were reclassified or ignored to avoid 
escalation. The apparent reduction in risk was a data illusion; 
the real risk grew silently beneath the surface.
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Psychological Safety and the NASA Lesson

Perhaps the most studied case of cultural failure in risk 
management is NASA’s Challenger disaster in 1986. The 
technical cause was the failure of O-ring seals in cold weather. 
The cultural cause was fear.
Engineers at contractor Morton Thiokol expressed serious 

concerns about launch safety, but within the decision hierarchy, 
those warnings were diluted and reframed. Managers faced 
schedule pressure and reputational stakes. The desire to 
appear confident outweighed the need to acknowledge 
doubt.
This is what Amy Edmondson - a leading scholar of 

organisational learning - later defined as a failure of 
psychological safety,  the shared belief that it’s safe to speak 
up with questions, concerns, or ideas. In the absence of that 
safety, silence becomes self-protection.
In many regulated organisations, similar dynamics persist. 

Meetings are full of polite agreement. Problems are sanitised 
before they reach leadership. Data is filtered to show 
improvement. 
Psychological safety doesn’t mean comfort; it means 

permission to be candid. Cultures that cultivate it see risk as a 
shared responsibility, not a personal threat.

The Middle Path: Balanced Risk Cultures

The healthiest organisations tolerate tension. They 
understand that safety and progress are not opposites but 
partners. They don’t eliminate risk - they manage its flow.

Balanced cultures show several characteristics:

1.	 Purpose Anchored in the Patient: When teams 
connect decisions directly to patient impact, risk 
discussions become meaningful. People think 
beyond audit scores to real-world consequences.

2.	 Open Dialogue About Uncertainty: Leaders 
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encourage debate. They celebrate well-reasoned 
dissent. Meetings include questions like “what might 
we be missing?” and “how could this fail?”

3.	 Adaptive Governance: Policies set direction but allow 
flexibility. Decisions are made by those closest to the 
work, within clear boundaries of authority.

4.	 Learning Orientation: Mistakes trigger investigation, 
not punishment. Post-event reviews ask what the 
system can learn, not who to blame.

5.	 Continuous Calibration of Risk Appetite: The 
organisation regularly examines whether its current 
level of risk-taking matches its capability, resources, 
and purpose.

Such cultures feel both confident and humble - confident in 
their competence, humble about their limits.

Creating a Balanced Culture

Building this balance requires more than training or slogans; 
it demands structural and behavioural change.

1.	 Redefine “Compliance.”: Compliance should be 
the foundation, not the end-point. Leaders must 
communicate that following the QMS is the starting 
point of safe practice, not the finish line.

2.	 Reward Learning, Not Just Results: Recognise teams 
that identify risks early or admit uncertainty. Make 
“raising a flag” a sign of professionalism, not failure.

3.	 Simplify Governance: Complexity breeds confusion. 
Streamlined procedures and clear accountabilities 
reduce both over control and recklessness.

4.	 Model Curiosity: Leaders who ask questions - not for 
evidence, but for understanding - teach the system 
to think.

5.	 Build Reflective Habits: Introduce short “pause 
points” in projects to ask what’s been learned, what 
assumptions are changing, and what new risks might 
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be forming.

The Cost of Imbalance

When risk and culture fall out of alignment, systems suffer 
predictable consequences:

	z In risk-averse cultures, opportunity loss and hidden 
fragility.

	z In risk-seeking cultures, volatility and credibility loss.
	z In blame cultures, silence and systemic blindness.

Each imbalance damages trust - internally among employees, 
and externally with regulators and patients. Trust is the true 
currency of regulated industries. Once lost, it is slow to earn 
back.
Balanced cultures generate trust because they show 

consistency between words and actions. Employees believe 
that speaking up is safe. Regulators see evidence of self-
awareness, not just compliance. Patients sense integrity in the 
organisation’s decisions.

Leading with Balance

The central challenge of leadership in complex organisations 
is not choosing between caution and courage - it’s integrating 
them. Great leaders hold both simultaneously.
They know when to slow down for reflection and when to 

accelerate for impact. They understand that “no risk” is an 
illusion and that “all risk” is chaos. They treat risk as energy 
- something to be channelled, not suppressed or unleashed 
blindly.
Such leaders are stewards of attention. They focus the 

organisation not on the volume of controls but on the quality 
of conversation. They understand that the culture of risk lives 
in what people say when the boss isn’t in the room.
When leaders act with humility, clarity, and respect for 
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uncertainty, they create organisations that can sense their 
own risks early and adapt before harm occurs.

Conclusion: The Culture We Choose

Every organisation chooses, consciously or not, how it relates 
to risk. Some choose avoidance and drift into stagnation. 
Others choose bravado and burn out in scandal. The most 
resilient choose awareness - the willingness to live with 
complexity and learn from it.
A balanced risk culture is not achieved through a policy. It’s a 

daily practice - a combination of vigilance and trust, control and 
curiosity. It starts with leadership but must live everywhere.
In the end, managing risk is not about eliminating uncertainty; 

it’s about creating a culture capable of facing it honestly.
When that culture exists, the QMS becomes more than 

compliance - it becomes the nervous system of a learning 
organisation. And the patient, at the end of the chain, becomes 
not a distant abstraction but the reason the system exists at 
all.
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Leadership Reflection: Reading the Culture of 
Risk

Culture can’t be audited on paper - it shows up in the 
conversations, decisions, and silences of the organization. 
These questions help leaders surface how risk is truly 
experienced within their systems.

1. What does “risk” mean here?

	z Is it seen as a threat to avoid, or as a reality to 
manage?

	z Do our people associate risk with fear - or with 
learning?

2. How do we respond when things go wrong?

	z Is the first instinct to investigate or to assign blame?
	z Are post-event reviews safe spaces for reflection or 

performances for compliance?

3. Where does decision-making slow down?

	z Are we over-controlling simple issues while 
overlooking complex ones?

	z What approvals exist because of fear, not necessity?

4. How do we treat those who raise concerns?

	z Are they recognised as contributors to safety, or 
quietly labelled as troublemakers?

	z Do our systems make it easy - and safe - to speak 
up?
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5. What signals do we reward?

	z Do leaders celebrate the discovery of risk as much as 
the avoidance of it?

	z Are we valuing “no findings” more than genuine 
learning?

6. How aligned are our risk appetite and our capability?

	z Are we taking risks our systems can actually manage?
	z Have we built enough resilience - procedural, 

technical, cultural - to adapt when uncertainty hits?

7. How connected is risk management to purpose?

	z Do our teams see the link between their daily risk 
decisions and patient outcomes?

	z Is the language of quality human or bureaucratic?

The Leadership Choice

Culture reflects what leadership tolerates, not what 
it declares. A balanced risk culture is built not through 
slogans but through daily choices - how we react, what 
we reward, and what we allow to remain unsaid.
Ask yourself:
“If I stopped speaking about culture today, would our 

behaviour stay the same?”
If the answer is no, there’s work to do.
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 Chapter 7: Integrating Risk 
Management into Your Business

Risk management is often viewed as a compliance obligation 
rather than a strategic enabler. Yet in reality, a well-integrated 
risk management framework not only protects the organisation 
- it empowers it. Risk management provides structure for 
uncertainty, clarity in decision-making, and resilience under 
pressure.
For businesses operating in regulated environments, such 

as medical devices or in vitro diagnostics, risk management 
forms the backbone of quality. But risk should not stop at the 
boundaries of the Quality Management System (QMS). The 
same disciplined thinking that underpins product safety and 
compliance can - and should - extend to every domain of the 
enterprise: from financial planning to project execution, from 
supplier selection to public communication.
This chapter explores how to embed risk management across 

your business, addressing both QMS-related and non-QMS 
processes. The goal is to create an organisation where risk is 
not feared or ignored but understood, monitored, and used 
holistically as a guide for smarter, more resilient operations. 
I’ve shared some examples to show how risk management 

can be made more tangible and measurable. Don’t worry 
about following these models exactly - the goal is to get you 
thinking about how to apply risk-based thinking in a way that 
fits your business.

Part 1: Integration within the Quality 
Management System

Within a QMS, risk management provides a structured 
approach to identifying, evaluating, and mitigating potential 
failures that could affect product quality, regulatory 
compliance, or patient safety. It should not be a document 
produced for auditors - it should be a live, operational tool 
influencing every decision.
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Above  are key QMS processes where risk management must 
be actively embedded and continuously maintained.

Design Control and New Product 
Development

Risk management begins at the concept stage. A robust 
design control process ensures that risk is considered from 
the earliest design inputs through verification, validation, 
and design transfer. Tools such as Failure Modes and Effects 
Analysis (FMEA), Fault Tree Analysis (FTA), and Hazard Analysis 
are not tick-box exercises - they are living frameworks that 
evolve as the product develops.
Integrating risk into new product development requires a 

two-way relationship: design decisions should be informed 
by risk assessments, and new risks should trigger design 
modifications.
For example, if a usability study reveals a potential for user 

error, risk controls may include interface redesign, labelling 
changes, or additional training.
Beyond product safety, development teams should assess 

business risks - such as dependency on novel technologies 
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or unproven suppliers - that could affect time-to-market 
or long-term sustainability. Including cross-functional 
teams (Engineering, Regulatory, Quality, Marketing, and 
Manufacturing) ensures comprehensive visibility into potential 
risks.
 Practical tip: Treat design risk documents as dynamic, 

updated whenever new information becomes available. Avoid 
“snapshot risk” thinking - product use can evolve, and so 
should their risk profiles. 

Stage Key Risk 
Activity

Tools/
Methods

Output

Concept Identify 
potential 
hazards and 
failure modes

Preliminary 
Hazard Anal-
ysis (PHA)

Initial Risk 
Register

Design In-puts Assess usability, 
intended 
use, and 
regulatory risk

Design 
FMEA 
(DFMEA), 
User Risk 
Analysis

Risk control 
requirements

Design Outputs Confirm controls 
mitigate 
identified risks

Verification 
testing, 
simulation

Updated DFMEA

Design Transfer Evaluate 
manufacturing 
and supplier risk

Process 
FMEA 
(PFMEA), 
validation

Production 
readiness 
risk review

Post-Launch Feed post-
market data into 
design files

PMS, 
complaints, 
CAPA

Living risk file

Framework: Design Risk Integration Model
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Incoming Inspection, Supplier Onboarding, and 
Evaluation

Suppliers represent both opportunity and vulnerability. A 
supplier’s quality or performance failure can directly impact 
your compliance and product safety. Risk-based supplier 
management allows resources to be directed where they 
matter most.
When onboarding suppliers, conduct a risk assessment 

that considers not just the product criticality but also 
supplier maturity, historical performance, and geographic or 
geopolitical risks. For critical materials or components, initial 
audits and performance validations may be required.
Incoming inspection should be tailored accordingly. For low-

risk, proven suppliers, sampling plans can be reduced. For 
high-risk or new suppliers, inspection frequency and intensity 
should increase. Supplier evaluations should include a risk 
trend analysis - tracking the evolution of supplier risk over 
time and adjusting oversight accordingly.

Framework: Supplier Risk Classification Matrix

Risk Factor Low Medium High

Component 
criticality

Non-critical 
consumable

Process 
intermediate

Direct patient-
contacting part

Supplier 
maturity

Certified 
QMS, 3+ years 
partnership

ISO 9001 
certified, 
limited 
experience

No certification 
or new supplier

Geographic / 
logistic risk

Local, stable 
region

Regional 
instability

Political or 
transportation 
risk

Historical 
performance

<1% defect rate 1–3% defect 
rate

>3% or 
repeated NCs



81

Corrective and Preventive Action (CAPA)

The CAPA system is one of the most powerful mechanisms 
for risk reduction within a QMS. However, its effectiveness is 
often evaluated in binary terms: “effective” or “not effective.” 
This oversimplification misses the opportunity to measure risk 
impact. A more mature approach quantifies risk reduction.
Each CAPA should include a quantitative or semi-quantitative 

assessment of risk reduction. Has the action lowered the 
probability of recurrence or the severity of impact?
 For instance, a CAPA addressing a recurring manufacturing 

defect should demonstrate measurable improvement in 
process capability or defect rate reduction.
A useful approach is to track residual risk before and after 

CAPA implementation using a risk score (e.g., RPN - Risk 
Priority Number - or equivalent). Over time, trending these 
values across multiple CAPAs can provide insight into whether 
the CAPA system is effectively reducing systemic risk, not just 
closing individual issues.

Non-Conformance (NC) Management

A mature NC system must go beyond documenting deviations-
it should quantify the potential risk if the non-conformance had 
gone undetected. Some organisations default to classifying 
all internal NCs as “low risk” simply because they were caught 
internally. This masks systemic vulnerabilities.

Each supplier receives a total risk score (sum of 
assigned levels, e.g., 1=low, 3=high). Inspection and 
audit frequency are then tiered accordingly:

Tier 1 (Low risk): Annual review, reduced incoming 
inspection.

Tier 2 (Medium risk): 6-month reviews, moderate 
inspection.

Tier 3 (High risk): Quarterly audits, 100% incoming 
verification.
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To address this, each NC record should include two 
dimensions:

1.	 Actual risk (impact realised in the detected event)
2.	 Potential risk (impact if not detected before product 

release or process completion)

Dimension Evaluation 
Question

Scoring (1–5)

Probability 
Reduction

How much has 
the likelihood of 
recurrence decreased?

1 = No change, 5 = Eliminated

Severity 
Reduction

Has the potential 
harm been reduced?

1 = None, 5 = Significantly 
reduced

Systemic 
Coverage

Has the CAPA 
prevented recurrence 
in similar processes 
or products?

1 = Local only, 5 = 
Global impact

Verification 
Strength

Was verification 
based on objective, 
measurable data?

1 = Weak, 5 = Robust data

Time to 
Stabilisation

Did performance 
stabilise quickly post-
implementation?

1 = Long stabilisation, 5 
= Immediate stability

Framework: CAPA Risk Effectiveness Scoring (CRES)

CRES ≥ 18/25  Highly effective

CRES 13–17 Moderately effective (monitor)

CRES ≤ 12 Low effectiveness (reopen CAPA or escalate)
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This dual evaluation encourages more accurate prioritisation 
of process improvements and helps identify hidden high-risk 
areas in operations.
There are always stages in the product lifecycle that carry 

inherently higher risk. For instance, the QC test performed 
prior to QA release in a medical device environment is a 
critical control point that must remain robust. Continuously 
recognising its importance - by appropriately assessing and 
scoring any non-conformances related to product release 
- helps ensure this gate remains secure. This ongoing 
evaluation allows the process to evolve and strengthen as 
new technologies and methodologies emerge. This approach 
avoids the “everything is low risk” bias in internal NC reporting 
and provides a stronger narrative for continual improvement.

Complaints and Reportability Assessments

Complaint handling and vigilance activities are direct 
measures of post-market product risk. Each complaint should 
feed back into the risk management file, ensuring that the 
real-world data continually refines risk assessments.
Reportability assessments (e.g., MDRs, vigilance reports) 

should include both product- and process-level risk 
evaluation. Even complaints deemed “non-reportable” should 
be trended - an increase in non-reportable but similar events 

Framework: Dual-Risk NC Assessment

Risk Type Description Example Evaluation 
Metric

Actual Risk Impact from the 
detected NC

Minor 
labelling 
error caught 
before 
release

Product impact, 
rework cost

Potential Risk Risk if NC 
had not been 
captured

Missed 
reagent 
expiry

Potential patient 
harm, recall 
potential
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could indicate an emerging risk before it becomes reportable.
Linking complaints to design FMEAs and CAPAs creates a 

closed-loop system where field experience continuously 
informs product improvement and risk reduction.

1.	 Evaluate complaint severity and recurrence.
2.	 Update DFMEA/PFMEA with new failure modes.
3.	 Feed into CAPA if trend identified.
4.	 Assess regulatory reportability.
5.	 Re-evaluate residual risk.

A Complaint Risk Index (CRI) can be used:
CRI = (Severity × Frequency × Detection) trend over time.
If CRI trend increases, immediate risk reassessment is 

triggered.

Shipping Deviations

Shipping deviations are often overlooked as administrative 
nuisances, yet they can directly affect product quality and 
performance. Temperature excursions, packaging breaches, 
or delays in distribution chains can introduce latent risks.
Integrating risk management into shipping processes 

involves defining critical shipping parameters and acceptable 
deviation thresholds. Risk assessments should determine 
when an excursion warrants investigation, product quarantine, 
or stability testing. Additionally, suppliers and logistics partners 
should be evaluated for their risk contribution to product 
integrity.

Internal Audits

Internal audits are not only a compliance check - they are 
a proactive risk identification tool. By assessing process 
performance and compliance, internal audits can quantify non-
patient severity risks such as financial exposure, operational 
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disruption, or reputational damage.
Auditors should be trained to evaluate risk contextually: 

what would happen if the non-conformity went unaddressed? 
Using a risk-based audit plan ensures that high-risk processes 
are audited more frequently and in greater depth. Auditing 
becomes proactive rather than rotational, focusing effort on 
high-risk, high-impact processes.

Post-Market Surveillance (PMS)

PMS data provides a longitudinal view of product performance 
in the real world. Integrating risk management into PMS means 
continuously reassessing risk profiles based on complaint 
trends, clinical data, regulatory intelligence, and literature 
review.

PMS risk integration should include:

	z Trending of known hazards and emerging risks
	z Identification of new failure modes not previously 

captured in design risk files

Risk-Based Audit Planning Matrix

Process Inherent 
Risk

Last 
Audit 

Rating

Time 
Since 
Last 

Audit

Priority

Manufacturing High Minor 6 months High

Document Control Medium No findings 12 months Medium

Training Low Minor 18 months Low
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	z Evaluation of the effectiveness of existing controls
	z Feedback into management review and product 

lifecycle decisions

Field Action Management

Field actions - such as recalls, corrections, or safety notices 
- represent the highest expression of realised risk. These 
are your escapes from your QMS. A structured, risk-based 
approach ensures that decisions are made objectively and 
swiftly.

When evaluating field actions, risk assessment should:

	z Quantify potential harm (severity, probability, 
detectability)

	z Evaluate affected product population and exposure 
level

	z Guide communication strategy and scope of action

Post-action reviews should assess whether the root cause 
has been adequately mitigated and whether systemic risk 
controls need strengthening. A transparent and data-driven 
field action process builds trust with regulators and customers 
alike.

Change Control

Every change - whether in design, process, supplier, or 
documentation - carries risk. The change control system must 
therefore integrate risk evaluation at each stage: initiation, 
assessment, approval, and verification.
Risk-based change control helps determine the level of 

review, testing, and validation required. For example, a supplier 
change for a critical raw material may trigger extensive 
verification, whereas a minor documentation update may not.
Integrating change control with risk files ensures traceability - 



87

each change either introduces a new risk, mitigates an existing 
one, or leaves risk unaffected. This transparency supports 
regulatory compliance and proactive quality culture.

HR Onboarding, Capability Gaps, and 
Succession Planning

People are often the most underestimated source of risk. 
Competence, capacity, and continuity all influence quality 
outcomes.
Risk management in HR processes begins with onboarding - 

ensuring new hires are qualified, trained, and embedded in the 
organisation’s quality culture. Periodic assessments should 
identify organisational capability gaps: areas where loss of key 
expertise or insufficient training could impair performance.
Succession planning is a form of risk mitigation. Identifying 

critical roles and developing backups or cross-functional 
competence prevents operational disruption and knowledge 
loss. Linking HR processes to risk registers ensures that human 

Change Control Risk Filter

Risk Question Yes/No Action

Does the change 
affect patient 
safety or product 
performance?

Yes Full risk review

Does it alter 
regulatory 
submissions?

Yes Regulatory impact 
assessment

Does it modify 
validated process 
parameters?

Yes Revalidation required

Is the change 
purely 
administrative?

Yes Documentation 
update only
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factors are managed as systematically as technical ones.

Holistic Risk Review and Management Review

A holistic risk review integrates risk signals from across the 
QMS: CAPA, complaints, audits, supplier performance, and 
PMS data. This aggregated view should form a key part of the 
Quality System Management Review.
Senior management involvement is critical. Risk status 

should be presented as a leading indicator, not a lagging one. 
Key metrics - such as top five risk categories, trend analysis 
of residual risks, and correlation between risks and business 
objectives - should inform strategic decision-making.
When leaders understand risk in business terms, buy-in 

follows naturally. Management reviews should therefore 
translate technical risks into business language: potential 
revenue loss, regulatory exposure, or reputational impact.

Risk Factor Description Scoring (1–5)

Single point 
of failure

Dependency 
on one 
individual

1 = Fully covered, 5 = 
Single dependency

Training gap % of staff 
overdue on 
training

1 = None, 5 = >25% 
overdue

Competency 
coverage

Number of key 
skills without 
backups

1 = Full coverage, 5 = None

Leadership pipeline Identified 
successors 
for key roles

1 = All roles covered, 
5 = None

Framework: Human Resource Risk Assessment (HRRA)

Scores above 15 warrant a succession or cross-training plan.
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Additional QMS Processes Using Risk
 Management

Beyond the above, several other QMS elements benefit from 
risk integration:

	z Document control: Evaluate the risk of incorrect or 
outdated documents being used in production or 
testing.

	z Training systems: Assess the risk impact of 
inadequate training or missed requalification cycles.

	z Calibration and maintenance: Use risk-based 
scheduling to prioritize instruments and equipment 
that most affect product quality.

Each of these processes, when viewed through a risk lens, 
becomes more efficient and strategically aligned with business 
objectives.

Part 2: Integration Beyond the QMS

Risk management should not stop at the boundaries of the 
QMS. True organisational maturity comes when risk thinking 
permeates every domain - from project management to 
financial planning, from communication to continuity.

Project Management: Before, During, and After 
Delivery

Every project - whether it’s a product launch, system 
implementation, or facility upgrade - carries risk. Integrating 
risk management into project management ensures issues 
are anticipated, not merely reacted to.
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	z Before project initiation: Conduct feasibility and 
stakeholder risk assessments. Identify potential 
blockers such as resource constraints, technology 
dependencies, or regulatory hurdles.

	z During execution: Maintain a live risk register. Assign 
owners and review risks at every project meeting. 
This keeps teams proactive rather than reactive.

	z After completion: Conduct post-project reviews that 
capture lessons learned and residual risks for future 
planning.

Embedding risk assessment within the project lifecycle 
reduces cost overruns, improves schedule adherence, and 
strengthens organisational learning. This ensures project risk 
management is continuous, not episodic.

Framework: Project Risk Lifecycle

Phase Risk Focus Tools Output

Initiation Feasibility and 
stakeholder risk

SWOT, 
stakeholder 
map-ping

Risk Register v1

Planning Resource, 
time-line, and 
dependency 
risk

Critical path Risk Register v2

Execution Monitoring 
emerging risks

Risk log 
updates

Monthly risk 
summary

Closure Residual risk 
and lessons 
learned

Post-project 
review

Knowledge 
repository
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Change Management

Organisational change - whether structural, strategic, or 
cultural - can create significant uncertainty. Risk integration 
ensures that change is introduced deliberately and 
sustainably.

Before executing change, assess:

	z Stakeholder readiness and resistance
	z Communication effectiveness
	z Operational impact
	z Regulatory implications (if applicable)

Risk management also supports change resilience. By 
predicting areas of resistance or failure, leaders can target 
communication, training, and resource allocation more 
effectively.

Framework: Change Impact-Risk Assessment

Category Typical Risk Mitigation

People Resistance, 
loss of 
engagement

Communication plan, 
stakeholder map-ping

Process Disruption or 
inefficiency

Pilot testing, 
phased rollout

Technology Integration 
failures

Validation, redundancy

Compliance Gaps in 
regulatory 
adherence

Regulatory impact review
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Financial Risk Management

Financial risk underpins every business decision. Integrating 
risk into financial planning means considering not just forecasts 
and budgets but the uncertainties that could disrupt them.

Common financial risks include:

	z Market volatility
	z Currency fluctuations
	z Supply chain disruptions
	z Regulatory penalties
	z Unexpected product withdrawals

Scenario analysis and sensitivity modelling can quantify 
potential impacts and guide contingency planning. Linking 
financial risk management to operational and quality risks 
allows for a holistic view of business vulnerability and 
resilience. This allows leadership to view financial exposure 

Framework: Financial Risk Dashboard

Category Key Metric Risk 
Indicator

Mitigation

Revenue Customer 
concentration

>30% from 
one client

Diversify 
customer base

Cash Flow Days sales 
outstanding

>60 days Strengthen 
collections

Cost Control % variance 
vs. budget

>10% Review 
procurement 
strategy

Capital Debt-to-
equity ratio

>2:1 Refinance or 
capital raise
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alongside operational risk.

Business Continuity and Resilience

Business continuity planning (BCP) is a natural extension 
of risk management. It identifies critical operations, defines 
acceptable downtime, and establishes recovery strategies.
Risk-based BCP ensures that continuity plans are 

proportionate to the true impact of disruption. For example:

	z For manufacturing sites, loss of utilities or 
contamination events may represent catastrophic 
risks requiring redundancy.

	z For digital systems, cybersecurity and data integrity 
are key continuity risks.

Integrating continuity planning with supplier risk assessments, 
HR succession plans, and IT infrastructure ensures that 
resilience is organisation-wide rather than siloed.

Framework: Business Impact Analysis (BIA)

Process Maximum 
Tolerable 

Down-time

Recovery 
Strategy

Owner

Manufacturing 48 hours Backup site, 
dual supply

Ops

IT Systems 8 hours Cloud 
recovery

IT

QA Release 24 hours Manual 
release 
protocol

QA

Distribution 72 hours Secondary 
logistics 
part-ner

Supply Chain
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Public Relations and Media Engagement

In today’s connected world, reputational risk can spread 
faster than any product defect. Mismanaged communications, 
social media backlash, or public misstatements can damage 
years of credibility.
Risk management in PR begins with preparation: defining key 

messages, establishing spokesperson training, and creating 
escalation pathways for crisis communication.
Media engagements should undergo a risk review - what is 

being said, to whom, and how could it be interpreted?
In the event of a crisis (e.g., product recall, regulatory action), 

an established communication risk plan ensures timely, 
transparent, and consistent messaging. Reputation is a fragile 
asset; proactive risk management helps protect it. Link PR 
risk management to both field action and business continuity 
frameworks.

Crisis Communication Risk Framework

Stage Objective Key Actions

Pre-crisis Anticipate 
and pre-pare

Develop media 
templates, train 
spokespersons

Response Manage 
incident

Activate communication 
team, align legal/
regulatory messaging

Recovery Restore 
confidence

Transparency, corrective 
narrative, internal debrief
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Additional Non-QMS Areas for Risk Integration

	z Strategic Planning: Integrate risk analysis into long-
term strategy, ensuring that growth plans consider 
market, regulatory, and technological uncertainties.

	z IT and Cybersecurity: Regularly assess data 
protection risks, access controls, and recovery 
procedures. Cyber incidents can have both financial 
and compliance repercussions.

	z Environmental, Social, and Governance (ESG): 
Emerging regulations and stakeholder expectations 
make ESG a key risk area. Assessing environmental 
impact, labour practices, and governance transparency 
strengthens reputation and sustainability.

Risk management is more than a framework - it is a philosophy 
of anticipation and preparedness. By embedding risk thinking 
across both QMS and non-QMS domains, businesses transform 
uncertainty into insight and vulnerability into strength.
In regulated industries, integrating risk into the QMS ensures 

patient safety, product quality, and compliance. Beyond 
quality, enterprise-wide risk management safeguards financial 
stability, reputation, and strategic agility.
Ultimately, integration is not about more paperwork - it’s 

about smarter decisions. A business that knows its risks knows 
itself, and that knowledge is the foundation of sustainable 
success.

Conclusion

In this chapter I hope I’ve convinced you that risk management 
is the connection between strategy and execution. When 
integrated across the QMS and the broader business, it 
transforms from a compliance exercise into a driver of 
organisational intelligence and resilience.
By using structured frameworks- risk matrices, scoring 

systems, and dashboards- leaders can make risk visible, 
measurable, and actionable. The result is a business that 
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anticipates rather than reacts, adapts rather than resists, and 
thrives rather than merely survives in uncertainty.
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 Chapter 8: Risk Management: Pitfalls, 
Tips, and Practical Tools

Across medical devices, pharmaceuticals, and life sciences, 
the language of “risk-based thinking” has become part of 
everyday conversation. We reference it in procedures, audits, 
and management reviews. Yet too often, risk management - 
as stated before - becomes an exercise in paperwork rather 
than perspective - a compliance artefact rather than a way of 
seeing.
This chapter explores why that happens, how human bias 

distorts even the best-intentioned risk systems, and what 
practical tools leaders can use to restore clarity and purpose 
to risk-based thinking.
It is not about adding complexity but about simplifying how 

we think about uncertainty.

The Promise and the Problem

In principle, risk management should help organisations 
identify potential threats and opportunities, evaluate their 
impact, and decide what to do about them. In practice, it often 
becomes something else entirely - a document produced for 
an auditor, a spreadsheet filled in after the fact, or a justification 
for decisions already made.
The intent is lost in translation. Risk management becomes 

retrospective rather than predictive, defensive rather than 
insightful. Instead of asking, What could go wrong, and how 
might we prepare? organisations end up asking, What does the 
procedure require?

This disconnect often stems from three pitfalls:

1.	 Process over purpose – Risk tools become check-
lists instead of thinking aids.

2.	 Bias and overconfidence – Teams underestimate 
uncertainty and overestimate their control.
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3.	 Poor feedback loops – Risk assessments are rarely 
updated as reality changes.

Recognising these patterns is the first step toward reclaiming 
the value of risk management.

Pitfall One: The Illusion of Process

Most regulated organizations have structured risk 
management processes - hazard analyses, FMEAs, risk 
registers, and control matrices. These are essential tools, 
but they can also mask a deeper issue: the assumption that 
following the process equals understanding the risk.

Symptoms of Process Illusion:

	z Teams complete risk forms at the end of a project to 
“tick the box.”

	z The same RPN (Risk Priority Number) values appear 
across multiple products - suggesting mechanical 
scoring rather than discussion.

	z Risk reviews happen annually, regardless of actual 
change.

	z Post-market feedback rarely influences pre-market 
risk files.

When process replaces thinking, the illusion of safety grows. 
People feel reassured by the existence of forms and signatures, 
forgetting that these are symbols of control, not control itself.

Tip:
Use risk tools as prompts for conversation, not conclusions. 

Ask: What new insight did this exercise reveal? If the answer is 
“none,” the process has become administrative rather than 
analytical.
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Pitfall Two: The Bias Trap

Human bias is one of the most powerful - and least 
acknowledged - forces in risk management. Risk is always 
filtered through perception, and perception is shaped by 
experience, incentives, and emotion. Even the most objective 
engineers and scientists bring cognitive short cuts to the 
table.
These biases create blind spots that no procedure can 

eliminate. The goal is not to remove bias but to design 
systems that reveal it - through challenge, diversity of input, 
and structured reflection.

Common Biases in Risk Decision-Making

Bias Description Impact on Risk 
Assessment

Overconfidence 
bias

Believing we 
understand the 
system better 
than we do

Underestimates 
probability of failure

Availability bias Focusing 
on recent or 
memorable 
events

Distorts likelihood 
estimations

Confirmation bias Seeking data 
that supports 
existing beliefs

Dismisses disconfirming 
evidence

Normalisation 
of deviance

Accepting small 
deviations as 
normal over time

Hides systemic 
risk build-up

Anchoring Relying on the 
first estimate 
given

Limits re-evaluation 
or challenge

Status quo bias Preferring familiar 
controls and 
processes

Blocks innovation or 
proactive change
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Tip:
Deliberately assign a “risk challenger” in key meetings - 

someone whose role is to question assumptions, not propose 
solutions. This institutionalises constructive dissent and 
prevents consensus bias.

Pitfall Three: Static Thinking in a Dynamic World

Risk management often fails because it treats risk as static - 
a one-time snapshot rather than a living, evolving picture. Yet 
most risks change continuously: suppliers shift, technologies 
age, people move, and markets fluctuate.
If risk assessments remain frozen, they lose relevance 

precisely when they are most needed.

Symptoms:

	z The “current” risk register is dated two years ago.
	z CAPAs close without updating related risk files.
	z Post-market surveillance findings are never linked 

back to design FMEAs.

Risk management must be cyclical, not linear - an ongoing 
conversation between prediction and experience.

Tip:
Implement risk triggers in key processes. For example:

	z New supplier onboarding triggers risk file review.
	z Field complaint trend triggers FMEA reassessment.
	z CAPA closure triggers evaluation of residual risk.

This transforms risk management from an annual event into 
a continuous loop.
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The Pre-Mortem: Seeing Failure Before It 
Happens

One of the most powerful yet underused tools in risk 
management is the pre-mortem exercise - a simple, structured 
technique for surfacing hidden risks before they materialise.
While post-mortems analyse failure after the fact, pre-

mortems imagine failure before it occurs. Developed by 
psychologist Gary Klein, the exercise flips the traditional 
mindset: instead of asking “what could go wrong?”, the team 
assumes something has already gone wrong and works 
backward to understand why.

How to Conduct a Pre-Mortem

1.	 Set the scene:

Gather the project or process team and announce:
“It’s six months from now, and this project has failed disastrously. 

The product recall is public, the time-lines collapsed, and the 
regulator is asking questions. What happened?”

2.	 Generate causes:

Each participant privately lists 3–5 plausible reasons for 
failure - technical, procedural, human, or organizational.

3.	 Group and discuss:

Combine similar risks and discuss their likelihood and impact. 
Avoid debate about whether failure would happen; assume it 
already has.

4.	 Identify prevention and detection actions:

For each scenario, determine what could be done now to 
reduce its probability or severity.
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5.	 Integrate insights into your risk file:

Document findings in your FMEA, risk register, or project plan.

Why It Works:

	z It legitimises “negative thinking” in a psychologically 
safe way.

	z It reveals unspoken concerns that might otherwise 
stay hidden.

	z It mitigates optimism bias - the natural human 
tendency to assume things will go to plan.

Tip:
Use pre-mortems not just for new products, but for process 

changes, supplier transitions, or major CAPAs. They are quick, 
powerful, and often expose the gaps traditional tools miss.

6. Turning Bias into a System Strength

Bias can never be removed, but it can be managed through 
diversity and structure.
A good risk system doesn’t pretend to be neutral; it 

deliberately combines multiple viewpoints to counterbalance 
individual perception.

Practical Techniques to Counter Bias

1.	 Cross-functional reviews: Include representatives from 
Quality, Manufacturing, R&D, and Customer Service in risk 
reviews. Each sees risk differently.

2.	 Devil’s advocate role: Rotate this role across meetings. The 
advocate’s job is to challenge assumptions respectfully.

3.	 Structured scoring systems: Use defined scales for 
probability, severity, and detectability to limit subjectivity 
- but accompany them with narrative justification.

4.	 Scenario testing: Simulate what happens if key 
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assumptions fail (supplier closure, data breach, 
contamination, etc.).

5.	 Independent review: Periodic risk audits by someone 
not involved in the original assessment can reveal 
normalisation or drift.

Practical Tools for Everyday Risk Management

Beyond traditional FMEAs and risk registers, several practical 
tools help bring risk to life - 

Risk Heat Maps and Dashboards

A risk heat map uses colour-coded matrices (e.g., likelihood vs. 
severity) to communicate risk distribution visually, especially 
in the work-place.
However, they can oversimplify if used alone.
Combine them with trend data - how has the risk moved over 

time? - to create dynamic dashboards that drive management 
attention.

Critical Control Points (CCPs)

Clearly identify and visually highlight the steps in the 
production process where accuracy is critical to product 
quality or patient safety. These points should be unmistakable 
on the production floor, with clear visual cues and defined 
boundaries for who performs them and when.
Ensure that operators are not interrupted while carrying out 

these tasks - focus and consistency are essential. Review your 
risk mitigation inventory to confirm that all critical points are 
visible, understood, and reinforced across teams. Everyone 
involved should know where the controls are and why they 
matter.
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Risk Triggers

Define clear, measurable indicators that signal when a risk 
level is changing. Examples:

	z Complaint rate >5 per million units.
	z Supplier delivery delay >10 days.
	z Equipment downtime >2% in a month.

When a trigger is met, a review is automatically initiated. This 
creates a proactive link between monitoring and response.

Quantified Risk Reduction (Post-CAPA)

As covered before traditional CAPA verification asks whether 
actions were “effective.” A better approach is quantified risk 
reduction:
Such data allows trend analysis across the CAPA system - 

showing whether corrective actions actually reduce systemic 
risk over time.

CAPA risk reduction

Metric Before CAPA After 
CAPA

Change

Occurrence 
(1–10)

7 3 +  4

Severity (1–10) 8 8 No change

Detection (1–10) 5 4 - 1

RPN 280 96 Reduction 
66%
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Pre-Mortem and Post-Mortem Integration

Risk maturity involves connecting forward-looking (pre-
mortem) and backward-looking (post-mortem) insights.

After every significant event, update risk tools:

	z Which risks materialised that we missed?
	z Which predicted risks did not occur - and why?
	z What assumptions proved wrong?

This feedback loop turns every issue into a lesson for the next 
assessment.

Embedding Risk Thinking in Daily Practice

The most effective risk management is invisible - embedded 
into decision-making, not confined to documents.
To achieve this, organisations must move from risk 

management as a process to risk management as a mindset.

Key Enablers:

	z Leadership Tone: Leaders who discuss risk openly, not just 
in reviews, normalise it as part of intelligent management 
rather than compliance.

	z Shared Language: Replace jargon with clarity. “What 
could go wrong?” is often more effective than “What’s the 
residual risk index?”

	z Empowerment: Encourage employees at every level to 
raise potential risks without fear of blame..	

	z Learning Loops: Celebrate when teams identify and 
mitigate risk early - even if it delays a project. Early 
discovery is a mark of strength, not weakness.

	z Integration: Link risk outputs to CAPA, change control, 
audits, and strategy reviews so that risk information drives 
prioritisation.
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The Psychology of Risk: Why Comfort Feels Safe

Much of the illusion in risk management arises from a 
psychological paradox: the safer we feel, the less vigilant we 
become.
Humans are wired to seek patterns and predictability; 

control feels comforting. But in complex systems - regulated 
industries especially - that sense of control can be deceptive.
A risk register filled with green boxes creates emotional relief, 

not necessarily factual safety. Conversely, acknowledging 
uncertainty feels uncomfortable, yet it’s the hallmark of real 
awareness.

Tip for Leaders:
Create space in discussions for discomfort. When someone 

raises a concern that challenges a popular assumption, treat 

Practical tips for a stronger risk culture

Area Tip Why It Works

Meetings Start with a 
“what’s changed 
since last review” 
question.

Keeps risk dynamic 
and contextual.

Training Include cognitive 
bias examples 
in risk training.

Builds awareness of 
human factors.

Metrics Track “risk 
reviewed” 
events, not just 
risk counts.

Encourages active 
engagement.

Reporting Present top risks 
with stories, not 
just numbers.

Makes data relatable 
and actionable.

Governance Include risk 
insights in 
management 
re-views.

Reinforces accountability 
and alignment.
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it as valuable data, not disruption.
The goal isn’t to eliminate uncertainty but to understand it 

clearly enough to act wisely.

Practical Tips for a More Balancde Risk Aware 
Culture

A culture of risk thinking depends less on tools and more 
on tone: how leaders talk about risk, how teams feel about 
surfacing it, and how the organisation responds when it’s 
found.

From Illusion to Insight

When risk management fails, it’s rarely because the tools are 
missing. It’s because the thinking behind them has drifted.
Organisations start to believe that because they measure risk, 

they manage it; because they record it, they control it. That 
belief - the risk illusion - is both seductive and dangerous.
To break it, we must restore humility and curiosity to the 

process.
Humility to admit we don’t know everything.
Curiosity to keep asking, What are we missing?
The best risk systems aren’t the most complicated - they’re 

the most honest. They acknowledge bias, invite challenge, 
and stay alive to change.

Key Takeaways

	z Risk management is a conversation, not a document.
	z The goal is understanding, not compliance.
	z Bias is inevitable - design to reveal it, not hide it.
	z Challenge, diversity, and structured reflection are 

your safeguards.
	z Use pre-mortems to unlock unseen risks.
	z They make failure visible before it happens.
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	z Keep risk dynamic. Triggers, dashboards, and trend 
reviews turn static files into living systems.

	z Lead with curiosity, not certainty. Real control comes 
from awareness, not comfort.

Every organisation faces risk. The difference between 
those who thrive and those who struggle isn’t the number 
of procedures or the precision of their matrices - it’s their 
willingness to see clearly.
True risk management doesn’t eliminate uncertainty; it 

transforms it into insight.
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 Chapter 9: Building Systems That 
Learn, Not Just Document

In many regulated industries, the systems designed to 
ensure compliance have become too good at one thing: 
producing documentation. Procedures are followed, forms 
completed, and evidence filed away in the right folders. On 
paper, everything appears perfect.
But a question lingers - is the system learning, or just 

recording?
A compliant organisation captures what happened.
A learning organisation understands why it happened - and 

changes what will happen next.
This chapter explores how to build systems that learn, not 

just document. It examines the difference between procedural 
compliance and genuine understanding, and it outlines the 
cultural, structural, and leadership shifts required to move 
from a defensive, paper-driven mindset to one of proactive 
intelligence and continuous improvement.

The Documentation Trap

Documentation is the lifeblood of regulated work. It ensures 
traceability, repeatability, and accountability. Without it, quality 
systems collapse into inconsistency. Yet documentation can 
also become a trap - a substitute for thinking.
Many organisations equate recording activity with achieving 

quality. The more forms completed, the safer the system feels. 
But this creates a paradox: teams become experts at proving 
compliance rather than improving performance.

In such environments:

	z Procedures are followed rigidly, even when context 
changes.

	z Investigations focus on identifying the correct form, 
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not the root cause.
	z CAPAs are closed quickly to meet metrics rather than 

to drive learning.
	z Internal audits verify documentation rather than 

validate understanding.

The result is a system that looks robust but is actually fragile 
- one that reacts to non-conformance but doesn’t evolve to 
prevent it.
To build systems that learn, organisations must reframe 

the purpose of documentation: from evidence of action to 
evidence of insight.

From Compliance to Understanding

Compliance ensures you meet external expectations. 
Learning ensures you exceed them.
In a rapidly changing environment - new technologies, shifting 

regulations, evolving customer needs - the ability to learn 
faster than the rate of change becomes the real competitive 
advantage.

A compliance-driven organisation asks:

	z “Have we met the requirement?”
	z “Is it documented?”
	z “Is it defensible in an audit?”

A learning organisation asks:

	z “What did we discover?”
	z “What assumptions did we test or challenge?”
	z “How will this improve our next decision?”

The goal is not to abandon compliance - it’s to anchor it in 
understanding. When both coexist, organisations move from 
defensive control to confident adaptability.
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Leadership Commitment: Learning Starts at 
the Top

A learning system begins with leadership. Without visible, 
consistent commitment from senior management, even the 
best-designed processes remain hollow.

What Leadership Commitment Looks Like

	z Active participation, not delegation: Leaders attend 
risk and quality reviews, ask probing questions, and 
show curiosity about both successes and failures.

	z Modelling reflection: When leaders admit uncertainty 
or discuss lessons learned from their own decisions, 
they normalise learning behaviour.

	z Rewarding insight, not perfection: Recognition is 
given for surfacing risks early or identifying systemic 
gaps - not just for avoiding findings.

Leaders set the emotional tone. If management responds 
to mistakes with blame or urgency rather than curiosity, the 
organisation learns only one thing: stay silent.

Practical Actions

	z Begin management sessions with a discussion of 
lessons learned - not metrics.

	z Ask your direct reports “What did we learn this week?”
	z Include learning objectives in leadership performance 

measures (e.g., number of process improvements 
initiated, not just closed CAPAs).

When leadership visibly values learning, the organisation 
follows suit. 
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Transparency: The Antidote to Fear

Transparency is the oxygen of learning. Without it, information 
suffocates inside silos, and the organisation becomes blind to 
its own weaknesses.
In compliance-driven cultures, fear of blame or escalation 

often suppresses transparency. People hesitate to raise near 
misses, minor errors, or concerns, believing it’s safer to stay 
quiet. But silence is the enemy of improvement.

Building Transparency

	z Psychological safety: Create an environment where 
raising an issue is seen as a strength.

	z Neutral language: Replace “who caused this?” with 
“what allowed this to happen?”

	z Visible follow-up: Show how reported issues lead to 
real improvements - otherwise transparency feels 
pointless.

Transparency transforms mistakes from liabilities into data. 
It allows the organisation to see risk early, while it’s still 
manageable, rather than too late. If your non-conformance 
numbers are very low, does it mean your system is performing 
exceptionally well - or that you’re simply not seeing everything?

Cross-Functional Collaboration: Breaking the 
Silos of Risk

In reality, risk never lives neatly within departmental 
boundaries. A manufacturing deviation might originate in 
design; a supplier issue might have implications for regulatory 
submissions; a training lapse might cascade into customer 
complaints.
Yet many risk systems remain siloed. Each department 

manages its own risks, often unaware of interdependencies 
elsewhere. The result is fragmented understanding and 
duplicated effort.
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Building Collaborative Risk Systems

	z Shared risk reviews: Bring together representatives 
from Quality, R&D, Operations, Supply Chain, and 
Regulatory for integrated discussions.

	z Common language: Agree on consistent definitions 
and scoring criteria to enable cross-functional 
comparison.

	z Cross-linking of data: Connect CAPA, change control, 
and complaint databases so that risk signals can be 
traced across processes.

	z Joint ownership: Assign shared accountability for 
cross-functional risks (e.g., supplier qualification 
jointly owned by Procurement and Quality).

Collaboration doesn’t just create alignment - it creates 
learning. Each function sees risk through its own lens; together, 
they see the system as a whole.

Metrics and Visibility: Making Risk Tangible

What gets measured gets attention - but not everything that 
counts can be measured. The challenge is to design metrics 
that reveal learning rather than just activity.

Shifting the Focus

Traditional metrics track:

	z Number of CAPAs opened and closed
	z Audit findings per quarter
	z On-time training completion rates

While useful, these say little about whether the organisation 
is learning.
Learning-focused metrics might include:
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	z Percentage of CAPAs showing quantifiable risk 
reduction

	z Number of systemic improvements identified per 
audit cycle

	z Trend of voluntarily reported deviations
	z Time between detection and correction of recurring 

issues
	z Number of risk reviews triggered by new data

Visibility tools such as risk dashboards can translate these 
into accessible, real-time insights. But dashboards must be 
interpreted as conversations, not scoreboards. The numbers 
should prompt discussion: Why is this trend changing? What 
does this tell us about our behaviour?

Tip:
Use visual trend arrows for key risk indicators to focus 

management discussion on direction and movement, not just 
absolute values.

The Learning Mindset: Turning Events into 
Insight

A learning mindset treats every event - from success to 
failure - as data.
Instead of asking, “Who caused this deviation?” it asks, “What 

did this deviation teach us about our system?”
This mindset re-frames how organizations view non-

conformances, near misses, and CAPAs.

Non-conformances
Rather than rushing to close them, use each NC as a lens on 

system behaviour.

Ask:

	z Was this error foreseeable?
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	z What early signals did we miss?
	z What does this tell us about our process robustness?

Near Miss Non-conformances
Near misses are pure learning gold - high risk events that 

almost happened but didn’t. Because they caused no harm, 
they’re often dismissed as insignificant. In reality, they’re 
escapes from your manufacturing system that you happened 
to catch, often by luck rather than design.
Treating near misses as low-cost learning opportunities is a 

hallmark of a mature organisation. Some companies take them 
so seriously that they require senior management to review 
the incident at the site where it occurred within a defined 
timeframe - a clear signal that these events matter.
Document them, trend them, and discuss them. Each near 

miss is a free lesson from your system, offering a glimpse into 
vulnerabilities before they become failures. Ignore them, and 
you’re leaving some of your most valuable data untapped.

CAPAs
Shift CAPA evaluation from binary (“effective” vs “not effective”) 

to quantitative (“how much risk did this reduce?”).
Feed learnings from CAPAs back into risk files and training to 

close the feedback loop.
The goal isn’t to reduce findings to zero - it’s to increase 

understanding to 100%.

Building Feedback Loops: From Data to 
Decisions

Learning organisations don’t collect data for the sake of it. 
They design feedback loops that convert data into insight and 
insight into action.

A strong feedback loop includes four steps:

1.	 Capture: Collect information from diverse sources - 
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audits, complaints, process data, training feedback, 
supplier performance, etc.

2.	 Connect: Integrate this data so it can be compared 
and trended across systems.

3.	 Interpret: Analyse what the data is saying - not just 
the numbers but the story.

4.	 Act: Implement changes and feed the results back 
into the system.

Example: CAPA and Risk File Integration
When a CAPA closes, the corresponding risk file should be 

reviewed:

	z Has the occurrence score changed?
	z Has the detection capability improved?
	z Should controls be updated or simplified?

This connection ensures the system learns from itself, rather 
than each process operating in isolation.

Embedding Learning in Daily Practice

Learning systems aren’t built by policy alone - they’re 
sustained through daily habits and micro-behaviours.

Simple Practices That Build Learning Culture:

	z Learning huddles: 10-minute team reflections after a 
project phase or deviation closure: “What went well? 
What would we do differently?”

	z Visible learnings: Display “lessons learned this 
month” boards in production or office areas.

	z Learning in audits: Encourage auditors to identify 
improvement opportunities alongside findings.

	z Reverse mentoring: Pair senior leaders with newer 
staff to exchange fresh perspectives on how 
processes really work.
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	z Celebrating discovery: Recognise employees who 
identify risks early or propose preventive actions, 
even when uncomfortable.

Learning becomes a living part of culture when it’s woven 
into everyday moments, not confined to management reviews 
or training sessions.

Using Technology to Amplify Learning

Digital systems offer huge potential to accelerate learning - 
but only if used intelligently.

Key Enablers:

	z Centralised QMS data: Connect non-conformance, 
CAPA, audit, and risk modules to reveal trends 
automatically.

	z AI-assisted insights: Use pattern recognition to flag 
emerging risk trends or deviations from baseline.

	z Collaboration platforms: Enable cross-site sharing 
of lessons learned and improvement actions.

	z Digital dashboards: Present live performance and 
risk data in a way that encourages discussion rather 
than defence.

The danger is treating digital systems as faster ways to 
document - not better ways to learn. Automation should 
augment human sense-making, not replace it.

The Role of Training: From Information to 
Capability

Training is often seen as a checkbox - complete the module, 
pass the quiz, record compliance. But true learning requires 
capability, not just awareness.
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Moving from Training to Learning

	z Contextual learning: Use real examples from your 
organization’s recent issues or near misses.

	z Scenario-based exercises: “What would you do if…” 
builds situational judgment, not rote recall.

	z Feedback and reflection: Allow participants to 
discuss what surprised them or challenged their 
assumptions.

	z Mentorship: Pair formal training with informal 
coaching to embed concepts into practice.

Training records prove attendance. Learning cultures 
prove understanding - through behaviour, not 
certificates.

The Power of Reflection

Every learning organisation institutionalises reflection - 
deliberate pauses to make sense of experience.
Reflection transforms activity into knowledge and knowledge 

into wisdom.

Structured Reflection Opportunities

	z After Action Reviews (AARs): Immediately after key 
events or projects, ask:

1.	 What was supposed to happen?
2.	 What actually happened?
3.	 Why was there a difference?
4.	 What can we learn and apply next time?

	z Quarterly Learning Reviews: Analyse trends across 
CAPAs, audits, and complaints - what patterns emerge?

	z Management Reflection Sessions: Leaders review not 
just results, but decision quality and assumptions.
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Reflection turns time into intelligence. Without it, even good 
data remains inert.

Building Trust in the System

People contribute to learning systems when they believe 
their insights will be used responsibly.
That belief comes from trust - trust that data won’t be 

weaponised, that reporting won’t lead to blame, and that effort 
leads to change.

To Build Trust:

	z Close the loop: report back to employees on how 
their input changed something.

	z Simplify reporting: make it easy to raise ideas or 
issues.

	z Protect psychological safety: reinforce that 
identifying risk is valued, not punished.

Be transparent about what you’re learning as leaders - 
model vulnerability. Trust is the social infrastructure of 
learning. Without it, even the best-designed systems 
stay silent.

From Defensive to Proactive Control

When risk management becomes part of everyday thinking, 
the organisation shifts from defensive compliance to proactive 
control. Defensive compliance is about proving you did the 
right thing. Proactive control is about ensuring you keep doing 
better things.
Learning organisations anticipate change instead of resisting 

it. They integrate new insights without bureaucracy, because 
reflection and adaptation are natural behaviours. The outcome 
isn’t just compliance - it’s confidence.
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Characteristics of a Learning System

Defensive Compliance		  Proactive Learning
Focus on documentation		  Focus on understanding
Fear of findings			   Curiosity about causes
Reactive CAPAs			   Preventive improvement
Metrics for closure			  Metrics for insight
Risk as constraint			   Risk as guide

When learning becomes systemic, compliance follows 
naturally - not as a burden, but as evidence of maturity.

Key Enablers of a Unified Learning and a 
Balanced Risk Culture

The foundation of any learning system lies in five 
interdependent enablers:

1.	 Leadership Commitment – Visible engagement in 
learning and risk processes.

2.	 Transparency – Safe, blame-free communication 
about errors and uncertainties.

3.	 Cross-Functional Collaboration – Sharing 
perspectives across departments to build systemic 
insight.

4.	 Metrics and Visibility – Turning abstract risk into 
tangible information that prompts dialogue.

5.	 Learning Mindset – Seeing every deviation as a 
teacher, not a threat.

When these enablers are aligned, organisations stop 
managing risk defensively and start managing it intelligently.
They become not just compliant, but confident - systems 

that evolve, adapt, and improve faster than the world around 
them.
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Improving your Balanced Risk Maturity

By applying the concepts in this book, it’s possible to shift your 
business from a documentation-driven, reactive approach to 
risk management toward a more proactive stance - one where 
risk thinking adds real, measurable value to the organisation.

Conclusion: From Records to Intelligence

Documentation will always be essential - it keeps us 
accountable and compliant. But it must also become reflective. 
When procedures capture not just what we do but what we 
learn, the organisation begins to think for itself.
The ultimate goal isn’t to have fewer findings, fewer CAPAs, 

or fewer risks.
It’s to have a system that continuously transforms information 

into insight and insight into improvement.
That is the hallmark of a true learning organisation. 
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 Chapter 10: Bringing It All Together

Every organisation manages risk - but few truly understand 
it.
Throughout this book, we’ve explored how risk management 

can drift from a tool of insight into a ritual of reassurance; how 
documentation can replace learning; and how compliance 
can create the illusion of control.
Now it’s time to pull the threads together - to see risk 

management not as a system of files and forms, but as the 
operating language of an intelligent, adaptive organisation.

From Compliance to True Understanding

The central message of The Risk Illusion is simple: control 
without awareness is an illusion.
A compliant organisation can meet every clause of ISO 14971 

and still fail to detect its most dangerous risks - the cultural, 
systemic, and cognitive ones that never appear in a matrix.
Compliance is essential; it keeps us disciplined. But 

consciousness - the ability to see, question, and adapt - is 
what keeps us safe.
The best systems don’t just capture what happened; they 

continuously interpret why it happened and what it means 
next time. They learn.
When leaders stop asking, “Are we compliant?” and start asking, 

“What have we learned?” the resilience of the organisation 
shifts. Risk management then ceases to be a defensive 
practice and becomes a language of understanding - a way of 
making sense of complexity.

The Evolution of Risk Maturity

Across industries, risk maturity follows a familiar path:

1.	 Reactive: Risk is managed only after an event. The 
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goal is blame and repair.
2.	 Compliant: Risk is documented to satisfy an auditor. 

The goal is proof, not prevention.
3.	 Managed: Risk processes exist and are maintained, 

but thinking remains procedural.
4.	 Integrated: Risk is embedded into decision-making 

across functions.
5.	 Learning: The organisation adapts in real time; data 

and experience continually reshape the system.

Mature organisations do not stop at Level 4. Integration 
without learning still breeds complacency.
The true goal is Level 5 - a system that not only complies and 

integrates, but improves itself.
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Seeing Risk as a Mirror

Risk management is a mirror of organisational values. If a 
company values reputation above transparency, it will hide 
risks. If it values speed above depth, it will bypass controls.
The question for every leader becomes: what does our 

approach to risk reveal about us?
Do we welcome uncomfortable truths, or bury them under 

paperwork? Do we treat near misses as irritations, or as free 
training? Do we reward early identification of risk, or only the 
absence of findings?
In that mirror, you see not only your systems - you see your 

culture.

Leadership as the Fulcrum of Risk

Leadership is the hinge on which every risk culture turns.
Policies and procedures define what to do, but leadership 

defines how it feels to do it.
A psychologically safe environment - one where people can 

surface uncertainty without fear - is the true foundation of 
effective risk management. The most effective leaders do not 
demand certainty; they demand clarity.
They understand that risk management is not a bureaucratic 

act but a moral one.

Systems That Learn

A system that learns is one that connects the dots:

	z Feedback loops turn experience into improvement.
	z Cross-functional dialogue turns data into 

understanding.
	z Reflection and review turn action into wisdom.

Learning systems do not emerge by chance - they are 
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designed. They use risk data to inform training, resourcing, 
and even strategy. They link post-market intelligence back to 
design, and they close loops that once lived in silos.
Learning systems reward those who see first, not those who 

hide it the longest.

Risk as a Shared Language

When risk management becomes part of everyday dialogue 
- from boardroom to production floor - the organisation 
changes. Teams talk about risk not as fear, but as trade-off.
Departments share a common vocabulary: probability, 

impact, mitigation, residual risk. Leaders use risk dashboards 
not to assign blame, but to identify patterns.
In this language, risk stops being a constraint and becomes 

a guide.
It ensures that decisions made in one corner of the business 

don’t create unseen fragility in another.

From Risk to Resilience

Resilience is the endgame of mature risk management. It’s 
the capacity of a system to absorb shock, learn, and adapt.
Resilience isn’t built by eliminating uncertainty - it’s built 

by preparing for it. By defining critical control points, setting 
triggers, and creating feedback channels, organisations stay 
alert without becoming paranoid.
Resilient organisations don’t panic when things go wrong. 

They treat every event as data. They understand that risk 
management and resilience are not opposites - one feeds the 
other. Risk awareness creates readiness; readiness creates 
confidence.

Living the Balance

The book began with a challenge: to rethink what risk 
management is for.
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By now - hopefully -  the answer should feel clearer.
Risk management is not the pursuit of zero risk, nor the 

maintenance of perfect paperwork.
It is the disciplined practice of balancing protection with 

progress - of making informed trade-offs between what we 
value and what we fear. Balanced risk management means 
reducing risk to the minimum reasonably acceptable level, 
not the absolute minimum possible.
It acknowledges that every safeguard has a cost, and every 

innovation carries uncertainty.
Let’s finish with a case study that llustrates how dangerous 

the risk illusion can be if unchecked.

The Therac-25 — When Confidence Replaced 
Curiosity

In the mid-1980s, a new generation of radiation therapy 
machines promised faster, more precise cancer treatment. 
The Therac-25, developed by AECL (Atomic Energy of Canada 
Limited), was marketed as a breakthrough - fully computer-
controlled, compact, and highly automated. It had evolved 
from earlier models that relied on both hardware interlocks 
and software checks to prevent overdosing patients with 
radiation.
But as the design matured, something subtle happened: in the 

pursuit of progress and efficiency, software replaced hardware 
safeguards, and with it, the organisation’s understanding of 
risk quietly shifted.

The Illusion of Control
On paper, the Therac-25’s safety systems were robust.
The design documentation was complete, the test data 

reviewed, and regulatory approvals secured. Engineers had 
high confidence in the software’s reliability — it had performed 
flawlessly in thousands of treatment sessions.
Yet that very confidence became the organisation’s blind 

spot. AECL engineers believed that because earlier models 
had operated safely, the redesigned system would too. Testing 
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was focused on hardware integration and throughput, not on 
exploring potential software faults or unexpected operator 
interactions.
What no one realised was that the new software introduced 

race conditions - rare timing errors that could cause the 
machine to deliver radiation doses hundreds of times higher 
than intended. The interlocks that once physically prevented 
this had been removed, because the software was assumed 
to be infallible.

A Pattern Hidden by Assumptions
Between 1985 and 1987, at least six patients in the United 

States and Canada were severely overdosed. Some died.
Operators initially blamed themselves. The software’s 

interface displayed ambiguous messages like “Malfunction 
54,” implying user error rather than system fault.
Early investigations failed to connect the dots. Hospitals 

treated each event as isolated, local issues - not as signals 
of a systemic risk emerging in the design and organisational 
culture.
It took years, multiple fatalities, and growing regulatory 

pressure before AECL finally uncovered the true cause: a 
software bug compounded by inadequate testing, insufficient 
documentation, and misplaced confidence in the machine’s 
automation.

Lessons in Organisational Risk
The Therac-25 tragedy was not just a failure of software 

engineering - it was a failure of risk integration.
Each part of the system functioned correctly within its own 

definition of quality:

	z Engineering ensured the software met its written 
specifications.

	z Operations followed procedure and documented 
every deviation.

	z Regulators confirmed that design verification 
evidence was complete.
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Individually, each actor was “compliant.” Collectively, they 
were blind.
This is the essence of the risk illusion: the belief that control 

equals safety, and that compliance equals understanding.
AECL’s processes looked perfect on paper, but their risk 

system lacked the one quality that defines maturity — the 
ability to question its own assumptions.

What We Learn
The Therac-25 story endures not because it was a 

technological failure, but because it reveals what happens 
when documentation replaces dialogue and when confidence 
replaces curiosity.
Had AECL applied even simple practices — cross-functional 

review, near-miss learning, or pre-mortem analysis — the flaw 
might have been detected early.
Instead, the system’s design encouraged silence and 

deference to procedure.

The case teaches three enduring truths:

1.	 Compliance without understanding creates fragility.
2.	 Learning systems depend on humility — the 

willingness to ask, “What if we’re wrong?”
3.	 Real safety lies not in control, but in awareness.

Why It Embodies The Risk Illusion
Therac-25 captures The Risk Illusion’s central message: that 

in complex, regulated systems, risk often hides in the space 
between disciplines — between what’s written and what’s 
understood. Every stakeholder believed they were managing 
risk, but no one was truly seeing it.
It wasn’t a failure of bad people or broken rules. It was a failure 

of perspective — the quiet drift from managing uncertainty to 
managing paperwork.
The greatest illusion in risk management is the belief that 

control guarantees safety.
It simply doesn’t.
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Safety arises from the presence of learning.
In the end, the organisations that thrive are not the ones that 

avoid risk, but the ones that learn faster than risk evolves.
They are not merely compliant - they are conscious.
And consciousness, not compliance, is the ultimate 

safeguard.
By applying the concepts in this book, your organisation can 

move beyond a documentation-driven, reactive mindset to 
one that is proactive, informed, and confident - where risk 
management stops being an obligation and starts becoming 
a genuine source of value, insight, and resilience.

Final Note from the Me

I’ve spent much of my career in environments where risk is 
not optional.
Regulated industries demand discipline - and rightly so. 

The lives and trust of others depend on our systems working 
as intended. Over the last few years, though, I began to see 
something subtle yet pervasive: the more rigorously we try to 
control risk, the less clearly we can see it.
I’ve watched risk management evolve from a vital 

conversation about safety and intent into a procedural 
exercise of documenting, quantifying, and filing. Each audit 
cycle, each checklist, each CAPA meeting seemed to add 
layers of control - but not always layers of understanding. We 
were doing everything “right,” yet not always feeling any wiser. 
That dissonance is what inspired The Risk Illusion.
In addition the deeper I looked into risk, the more I realised 

that it’s not a technical discipline - it’s a human one. Risk lives in 
how we think, how we decide, and how we talk to each other.
The organisations that manage risk best are rarely the ones 

with the most procedures. They’re the ones where people 
feel safe to speak, where data becomes dialogue, and where 
leadership sees questions as strength, not weakness. They 
build systems that learn, not just systems that record.
I’ve seen what happens when that shift occurs. Meetings 

change. Conversations become more honest. People begin to 
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see risk as something shared - not a burden to transfer, but 
a language to master. Suddenly, compliance doesn’t feel like 
control; it feels like clarity. That’s when you know a system is 
alive.
I don’t believe in the fantasy of zero risk. Every meaningful 

endeavour - every innovation, every act of leadership - carries 
uncertainty. The goal isn’t to remove risk; it’s to understand it 
well enough to move forward wisely.
That’s what balanced risk management is: courage with 

context.
If this book leaves you with one thought, let it be this:
The moment we stop questioning, we lose sight of what 

matters. But when we keep asking, keep learning, and keep 
listening, risk becomes not a shadow to fear, but a signal to 
follow.
So, please build systems that think, not just comply. Ask better 

questions. Celebrate the people who find cracks before they 
widen. And remember: what keeps us safe is not how much 
we control, but how much we understand.
Thank you for reading.
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Ten Commandments of Balanced 
Risk Management

1. 	 Thou shalt seek clarity, not certainty 		
	 - certainty is an illusion; clarity is a discipline.
2. 	 Thou shalt question assumptions before 	
	 defending them - the very risk file begins with 	
	 a guess - honour that truth.
3. 	 Thou shalt make risk visible and 		
	 discussable - hidden risk is the most 		
	 dangerous kind.
4.	 Thou shalt treat near misses as gifts -they 	
	 are the cheapest lessons you’ll ever get.
5.	 Thou shalt integrate risk thinking into 	
	 every process - risk is not a department; it’s a 	
	 lens.
6.	 Thou shalt reward discovery over denial - 	
	 courage to speak beats comfort in silence.
7.	 Thou shalt close the loop between action 	
	 and insight - a CAPA not tied back to risk is a 	
	 story unfinished.
8.	 Thou shalt balance protection with 		
	 progress - over-control kills innovation; under-	
	 control kills safety.
9.	 Thou shalt lead with humility and 		
	 curiosity 	 - Leadership in risk is less about 	
	 answers, more  about better questions.
10. 	Thou shalt remember: compliance is 		
	 the floor, not the ceiling - the goal is not 	
	 to look safe - it is to be safe because you 		
	 truly understand your risks.
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